Part 1: Multiple Choice

Enter your answers on the Scantron sheet.

We will not mark answers that have been entered on this sheet.

Each multiple choice question is worth 3.5 marks.

In all the questions below, \( \log(x) \) means \( \log_2(x) \). This fact might be useful to you: \( \log(x^y) = y \log(x) \).

Note. When you are asked about the time complexity of an algorithm, the best (tightest) characterization of the order of the time complexity is implied. For example, it is correct to say that the time complexity \( f_{LS}(n) \) of binary search is \( O(n) \). However, even though \( f_{LS}(n) \) is also \( O(n^2) \), you should not say that the time complexity of linear search is \( O(n^2) \).

1. Two algorithms, \( P \) and \( Q \), have time complexities \( p(n) \) and \( q(n) \), respectively. If \( p(n) \) is \( O(q(n)) \) and \( q(n) \) is \( O(p(n)) \), then which of the following statements is true?
   (A) When executed on any computer, \( P \) and \( Q \) will have exactly the same running time.
   (B) When executed on any computer, \( P \) and \( Q \) will have exactly the same running time, but only on large inputs.
   (C) \( P \) is faster than \( Q \) for very large values of \( n \).
   (D) \( Q \) is faster than \( P \) for very large values of \( n \).
   (E) Depending on the implementation and the input, \( P \) or \( Q \) could be faster.

2. Which of the following functions is not \( O(n^2) \)?
   (A) \( 1 + \sqrt{n} \)
   (B) \( (n-1)(n \log n - 100) \)
   (C) \( n^3/(2n^2) \)
   (D) \( \frac{1}{n^9} \)
   (E) \( \log(n^3) + 3n^2 \)

3. What is the worst case time complexity of the following algorithm?

   Algorithm foo(A, n)
   In: Array \( A \) storing \( n \) integer values
   for \( i \leftarrow 0 \) to \( n - 1 \) do {
     \( j \leftarrow 0 \)
     while \( j < n \) do {
       if \( A[j] = i \) then \( j \leftarrow n - 1 \)
       else {
         \( A[j] \leftarrow i \)
         \( j \leftarrow n - 2 \)
       }
     }
     \( j \leftarrow j + 1 \)
   }

   (A) \( O(i + j) \)
   (B) \( O(nj) \)
   (C) \( O(n) \)
   (D) \( O(n^2) \)
   (E) \( O(n^3) \)
4. Consider the order in which the leaves of a proper binary tree are visited by preorder, postorder, and inorder traversals. Which of the following statements is true?
(A) In the 3 cases the leaves are visited in different order.
(B) In the 3 cases the leaves are visited in the same order.
(C) Only preorder and postorder visit the leaves in the same order.
(D) Only preorder and inorder visit the leaves in the same order.
(E) Only inorder and postorder visit the leaves in the same order.

5. Let \( T \) be a proper binary tree with root \( r \). Consider the following algorithm.

\[
\text{Algorithm } \text{traverse} (r) \\
\text{In: } \text{Root } r \text{ of a proper binary tree} \\
\text{if } r \text{ is a leaf then return } 1 \\
\text{else } \\
\quad t \leftarrow \text{traverse} (\text{left child of } r) \\
\quad s \leftarrow \text{traverse} (\text{right child of } r) \\
\quad \text{return } s + t \\
\}
\]

What does the algorithm do?
(A) It always returns the value 1.
(B) It computes the number of nodes in the tree.
(C) It computes the depth of the nodes.
(D) It computes the height of the tree.
(E) It computes the number of leaves in the tree.

6. What is the solution for the following recurrence equation for \( n \) even?
\[
f(n) = 1 + f(n - 2), \text{ for } n \text{ even and } n > 0 \\
f(0) = 1
\]

(A) \( f(n) = n + 1 \)
(B) \( f(n) = n \)
(C) \( f(n) = \frac{n}{2} + 1 \)
(D) \( f(n) = \frac{n}{2} \)
(E) \( f(n) = 2^n \)

7. A hash table of size \( n \) stores \( n \) data items. The hash function used by the table maps keys uniformly across the entire table. Which of the following collision resolution strategies minimizes the worst case time complexity of the \text{find} operation?
(A) Separate chaining
(B) Open addressing with linear probing
(C) Open addressing with double hashing
(D) Open addressing with either linear probing or double hashing, as both are equally efficient in this case
(E) All collision resolution algorithms give the same worst case time complexity for the \text{find} operation as we assume a good hash function
8. The following algorithm performs a postorder traversal of a proper binary tree:

**Algorithm** change \((r)\)

**In:** Root \(r\) of a proper binary tree.

if \(r\) is an internal node then {

change (left child of \(r\))

change (right child of \(r\))

if \((r\) is not the root) and \((r\.key < 5)\) then {

\(p \leftarrow \) parent of \(r\)

\(p\.key \leftarrow p\.key - 2\)

}

} where \(p\.key\) is the key stored at node \(p\). Assume that algorithm **change** is performed over the following tree. Square nodes are leaves and they do not store keys. What is the value of the smallest key in the tree after the algorithm finishes?

(A) 1  
(B) 2  
(C) 3  
(D) 4  
(E) 5
Part 2: Written Answers

Write your answers directly on these sheets. You might find these facts useful: In a proper binary tree with \( n \) nodes the number of leaves is \((n + 1)/2\) and the number of internal nodes is \((n - 1)/2\).

\[
\sum_{i=1}^{n} i = \frac{n(n + 1)}{2}.
\]

9. [14 marks] A proper binary tree is a heap if every node stores an integer key and for every internal node the key stored in it is larger than the keys in its children. For example, the trees below with roots \( A \) and \( D \) are heaps but the tree with root \( B \) is not as node \( C \) has key 4 and its left child has key 5.

Write in pseudocode an algorithm that receives as input the root \( r \) of a proper binary tree and it returns \texttt{true} if the tree is a heap and \texttt{false} otherwise. Use \( r\text{.key} \) to denote the key of \( r \), \( r\text{.left} \) and \( r\text{.right} \) to denote its children and assume that \( r\text{.leaf} \) has value \texttt{true} if \( r \) is a leaf and \texttt{false} otherwise.

![Binary Trees](image)

10. [2 marks] Explain what the worst case for the algorithm is.

[5 marks] Compute the time complexity of the above algorithm in the worst case as a function of the number \( n \) of nodes and give its order. Explain how you computed the time complexity.
11. [14 marks] Given two arrays \( A \) and \( B \) each storing \( n \) different integer values we say that \( B \) is a re-arrangement of \( A \) if all values in \( A \) are also in \( B \), but the positions of the values in \( A \) are different from their positions in \( B \), i.e. for each value \( A[i] \) there is a value \( B[j] \) such that \( i \neq j \) and \( A[i] = B[j] \). For example, the array \( B \) below is a re-arrangement of \( A \). However, \( C \) is not a re-arrangement of \( A \) as \( A[3] = C[3] \) and neither is \( D \) as \( A[2] \) is not in \( D \).

Write in pseudocode an algorithm \texttt{re-arrangement}(\( A, B, n \)) that returns the value \texttt{true} if \( B \) is a re-arrangement of \( A \) and it returns \texttt{false} otherwise.

\[
\begin{array}{cccc}
A & 7 & 9 & 3 & 1 \\
0 & 1 & 2 & 3 \\
B & 1 & 7 & 9 & 3 \\
0 & 1 & 2 & 3 \\
C & 3 & 7 & 9 & 1 \\
0 & 1 & 2 & 3 \\
D & 9 & 1 & 7 & 2 \\
0 & 1 & 2 & 3 \\
\end{array}
\]

12. [2 marks] Explain what the worst case of the algorithm is.

[4 marks] Compute the worst case time complexity of the above algorithm as a function of \( n \) and give its order. You need to explain how you computed the time complexity.
13. The following algorithm receives as input the root $r$ of a proper binary tree with $n$ nodes. Each node $r$ stores a key, $r$.key.

**Algorithm** $\text{proc}(r)$

**In:** Root $r$ of a proper binary tree with $n$ nodes

if $r$ is a leaf then return $r$.key
else {
    $v_1 \leftarrow \text{proc}(\text{left child of } r)$
    $v_2 \leftarrow \text{proc}(\text{right child of } r)$
    return $r$.key + $v_1 + v_2$
}

[2 marks] How much space is needed for each activation record? Explain.
[8 marks] How much space does the execution stack need in the worst case? Explain.
14. Consider a hash table of size 7 with hash function \( h(k) = k \mod 7 \). Draw the hash table after inserting in it, in the given order, the following values into the table: 10, 17, 6, 20, and 32:

[2 marks] (a) when linear probing is used to resolve collisions

[8 marks] (b) when double hashing with secondary hash function \( h'(k) = 5 - (k \mod 5) \) is used to resolve collisions.

<table>
<thead>
<tr>
<th>Linear probing</th>
<th>Double hashing</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>6</td>
<td>6</td>
</tr>
</tbody>
</table>

15. [3 marks] Consider the following binary search tree. Insert the keys 14 and 12 (in that order) into the tree and show the resulting tree. You must use the algorithms described in class for inserting data into a binary search tree.
16. [6 marks] Consider the following binary search tree. Remove the key 3 from the tree and draw the resulting tree. Then remove the key 8 from this new tree and show the final tree (so in the final tree both keys, 3 and 8, have been removed). You must use the algorithms described in class for removing data from a binary search tree.
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