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Image Processing Basics 

ÂPoint Processing 
Ågamma correction 

Åwindow-center correction 

Åhistogram equalization 

ÂFiltering    (linear and non-linear) 

Åmean, Gaussian, and median filters 

Åimage gradients, Laplacian 

Ånormalized cross-correlation (NCC) 

Å etcé: Fourier, Gabor, wavelets (Szeliski, Sec 3.4-3.5) 

ÂOther features 

 

Extra Reading: Szeliski, Sec 3.1 

Extra Reading: Szeliski, Sec 3.2-3.3 

Extra Reading: Szeliski, Sec. 4.1 

intensities, colors 

contrast edges 

Harris corners, MOPS, SIFT, etc. 

texture 

templates, patches 
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Â An image processing operation (or transformation) typically defines a 

new image g in terms of an existing image f. 

 

Examples: 
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Ontario  Summary of image transformations 

Â An image processing operation (or transformation) typically defines a 

new image g in terms of an existing image f. 

 

Examples: 

 

ïGeometric (domain) transformation : 

Å What kinds of operations can this perform? 
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Ontario  Summary of image transformations 

Â An image processing operation (or transformation) typically defines a 

new image g in terms of an existing image f. 

 

Examples: 

 

ïGeometric (domain) transformation : 

Å What kinds of operations can this perform? 

 

ïRange transformation: 

Å What kinds of operations can this perform? 
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Ontario  Summary of image transformations 

Â An image processing operation (or transformation) typically defines a 

new image g in terms of an existing image f. 

 

Examples: 

 

ïGeometric (domain) transformation : 

Å What kinds of operations can this perform? 

 

ïRange transformation: 

Å What kinds of operations can this perform? 

 

ïFiltering  also generates new images from an existing image 

 

 

ï  more on filtering later 
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point processing 

neighborhood  

processing 
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for each original image intensity value  I   function  t(·)   

returns a transformed intensity value  t(I). 

 

 

 

)),((),( yxftyxg =

NOTE:     we will often use  

notation  Ip   instead of  f(x,y)  to  

denote intensity at pixel p=(x,y) 

Å Important:  every pixel is for itself  
- spatial information is ignored! 

 
Å What can point processing do? 

 (we will focus on grey scale images, see Szeliski 3.1 for examples of point processing for color images) 

)(ItI =¡
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Point Processing:  

Examples of gray-scale transforms  t 

I
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Point Processing:  

Negative 
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Point Processing:  

Power-law transformations  t 
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Point Processing:  

Gamma Correction 

Gamma Measuring Applet: 

  http://www.cs.berkeley.edu/~efros/java/gamma/gamma.html 

http://www.uwo.ca/
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Point Processing:  

Enhancing Image via Gamma Correction 

http://www.uwo.ca/


The University of  
 
 
  
 
 
 

Ontario  

Point Processing:  

Understanding Image Histograms 

Image Brightness Image Contrast 

n

n
ip i=)(probability of intensity i :  

---number of pixels with intensity i 

---total number of pixels in the image 
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Point Processing:  

Contrast Stretching 
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Point Processing:  

Contrast Stretching 
Original images  Histogram corrected images 

1) 

2) 
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Point Processing:  

Contrast Stretching 
Original images  Histogram corrected images 

3) 

4) 
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One way to automatically select transformation t : 

Histogram Equalization 

ésee Gonzalez and Woods, Sec3.3.1, for more details 

= cumulative distribution 

     of image intensities 
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Point processing 

Histogram Equalization 

Why does that work? 
 
 
Answer in probability theory:  
 
      I  ï random variable with probability distribution p(i)  over i  in [0,1]  
 
      If t( i)  is a cumulative distribution of  I   then 
 
      Iô=t(I)  ï is a random variable with uniform distribution over its range [0,1]  
 
 
That is, transform image Iô  will have a uniformly-spread histogram (good contrast) 

= cumulative distribution 

     of image intensities 
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Point Processing:  

Window-Center adjustment 

input gray level   

(high dynamic range image)  
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Point Processing:  

Window-Center adjustment 

input gray level   

(high dynamic range image)  
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Point Processing:  

Window-Center adjustment 

input gray level    
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center  

window  
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Point Processing:  

Window-Center adjustment 

Window = 4000 

Center = 500 
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Point Processing:  

Window-Center adjustment 

Window = 2000 

Center = 500 
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Point Processing:  

Window-Center adjustment 

Window = 800 

Center = 500 
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Point Processing:  

Window-Center adjustment 

Window = 0 

Center = 500 

If   window=0  then we get  

binary image thresholding 
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Point Processing:  

Window-Center adjustment 

Window = 800 

Center = 1160 

Window = 800 

Center = 500 
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ÂQ: What happens if I reshuffle all pixels within the image? 

 

 

 

ÂA:  Itôs histogram wonôt change.                                          

 No point processing will be affectedé 

 

ÂImages contain a lot of  ñspatial informationò 

Readings: Szeliski, Sec 3.2-3.3 
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Neighborhood Processing (filtering) 

Linear image transforms 

Letôs start with 1D image (a signal):  f[i] 

A very general and useful class of transforms are 
the linear transforms of f, defined by a matrix M  
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Neighborhood Processing (filtering) 

Linear image transforms 

Letôs start with 1D image (a signal):  f[i] 

matrix M 

http://www.uwo.ca/
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Neighborhood Processing (filtering) 

Linear image transforms 

Letôs start with 1D image (a signal):  f[i] 

matrix M 
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Neighborhood Processing (filtering) 

Linear shift-invariant filters 

This pattern is very common 

- same entries in each row 

- all non-zero entries near the diagonal 

 

It is known as a linear shift-invariant filter and is 

represented by a kernel (or mask)  h: 

 

 

 

 

 

and can be written (for kernel of size 2k+1) as: 

 

 

 

 

 

The above allows negative filter indices. When 

you implement need to use:  h[u+k]   instead of  h[u]  

matrix M 
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Neighborhood Processing (filtering) 

2D linear transforms 

We can do the same thing for 2D images by 

concatenating all of the rows into one long vector 

                    'hm ` Əraster-rb`mƐ order): 

ê ú ]%,/[][ mimifif =
%
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Neighborhood Processing (filtering) 

2D filtering 

A 2D image  f[ i,j ]   can be filtered by a 2D kernel  h[u,v]   to 

produce an output image g[i,j ] : 

 

 

 

This is called a cross-correlation operation and written: 

 

 

h is called the ñfilter,ò ñkernel,ò or ñmask.ò 

fhg A=
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A convolution operation is a cross-correlation where the filter is 

flipped both horizontally and vertically before being applied to 

the image: 

 

 

 

It is written:   

 
 

          How does convolution differ from cross-correlation? 

Neighborhood Processing (filtering) 

2D filtering 
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If                                               then there is no difference between convolution and cross-correlation   ],[],[ vuhvuh --=

convolution has additional ñtechnicalò properties: commutativity, associativity. Also, ñniceò properties wrt Fourier analysis.  

(see Szeliski Sec 3.2, Gonzalez and Woods Sec. 4.6.4)   
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2D filtering 

Noise 

Common types of noise: 

Å Salt and pepper noise: 

random occurrences of   

black and white pixels 

Å Impulse noise: random 

occurrences of white pixels 

Å Gaussian noise: variations in 

intensity drawn from a 

Gaussian normal distribution 

Filtering is useful for 

noise reduction... 
 

  (side effects: blurring ) 
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How can we ñsmoothò away noise in a single image? 

 0 0 0 0 0 0 0 0 0 0 

0 0 0 0 0 0 0 0 0 0 

0 0 0 100 130 110 120 110 0 0 

0 0 0 110 90 100 90 100 0 0 

0 0 0 130 100 90 130 110 0 0 

0 0 0 120 100 130 110 120 0 0 

0 0 0 90 110 80 120 100 0 0 

0 0 0 0 0 0 0 0 0 0 

0 0 0 0 0 0 0 0 0 0 

0 0 0 0 0 0 0 0 0 0 
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Neighborhood Processing (filtering)  

Mean filtering 

0 0 0 0 0 0 0 0 0 0 

0 0 0 0 0 0 0 0 0 0 

0 0 0 90 90 90 90 90 0 0 

0 0 0 90 90 90 90 90 0 0 

0 0 0 90 90 90 90 90 0 0 

0 0 0 90 0 90 90 90 0 0 

0 0 0 90 90 90 90 90 0 0 

0 0 0 0 0 0 0 0 0 0 

0 0 90 0 0 0 0 0 0 0 

0 0 0 0 0 0 0 0 0 0 
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0 0 0 0 0 0 0 0 0 0 

0 0 0 0 0 0 0 0 0 0 

0 0 0 90 90 90 90 90 0 0 

0 0 0 90 90 90 90 90 0 0 

0 0 0 90 90 90 90 90 0 0 

0 0 0 90 0 90 90 90 0 0 

0 0 0 90 90 90 90 90 0 0 

0 0 0 0 0 0 0 0 0 0 

0 0 90 0 0 0 0 0 0 0 

0 0 0 0 0 0 0 0 0 0 

Neighborhood Processing (filtering)  

Mean filtering 

0 10 20 30 30 30 20 10 

0 20 40 60 60 60 40 20 

0 30 60 90 90 90 60 30 

0 30 50 80 80 90 60 30 

0 30 50 80 80 90 60 30 

0 20 30 50 50 60 40 20 

10 20 30 30 30 30 20 10 

10 10 10 0 0 0 0 0 
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Effect of  

mean filters 
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Neighborhood Processing (filtering)  

Mean kernel 

ÂWhatôs the kernel for a 3x3 mean filter? 

 0 0 0 0 0 0 0 0 0 0 

0 0 0 0 0 0 0 0 0 0 

0 0 0 90 90 90 90 90 0 0 

0 0 0 90 90 90 90 90 0 0 

0 0 0 90 90 90 90 90 0 0 

0 0 0 90 0 90 90 90 0 0 

0 0 0 90 90 90 90 90 0 0 

0 0 0 0 0 0 0 0 0 0 

0 0 90 0 0 0 0 0 0 0 

0 0 0 0 0 0 0 0 0 0 
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Neighborhood Processing (filtering)  

Gaussian Filtering 

ÂA Gaussian kernel gives less weight to pixels 

        further from the center 

        of the window 
0 0 0 0 0 0 0 0 0 0 

0 0 0 0 0 0 0 0 0 0 

0 0 0 90 90 90 90 90 0 0 

0 0 0 90 90 90 90 90 0 0 

0 0 0 90 90 90 90 90 0 0 

0 0 0 90 0 90 90 90 0 0 

0 0 0 90 90 90 90 90 0 0 

0 0 0 0 0 0 0 0 0 0 

0 0 90 0 0 0 0 0 0 0 

0 0 0 0 0 0 0 0 0 0 
This kernel is an approximation 

of a Gaussian function: 

1 2 1 

2 4 2 

1 2 1 
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Neighborhood Processing (filtering)  

Mean vs. Gaussian filtering 
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Neighborhood Processing (filtering)  

Median filters 

ÂA Median Filter  operates over a window by 

selecting the median intensity in the window. 

 

ÂWhat advantage does a median filter have over 

a mean filter? 

 

Â Is a median filter a kind of convolution? 

- No, median filter is an example of non-linear filtering 
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Comparison:  

salt and pepper  

noise 
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Comparison:  

Gaussian  

noise 

http://www.uwo.ca/

