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Abstract— We present a formal framework for robotic cooper- Il. PREVIOUS WORK

ation in which we use an extension to Petri nets, known as work : . . .
flow nets, to establish a protocol among mob,ile agents based Recently, L|ma§at _aI. [11_] introduced varloys types of Petr!
on the task coverage they maintain. Our choice is motivated NetS to model distinct views of the robotic task model, in
by the fact that Petri nets handle concurrency and that goal addition to quantifying task performance and using leagnin
reachability can be theoretically established. We descrid the techniques to improve general efficiency of execution. How-
means by which cooperation is performed with Petri nets and eyer, soundness properties were not addressed and it remain
;nilﬁlgfv mg'rcgtrrr:gﬁgsag? Otfj?r}?;'r'ﬁg\llo‘iﬂérade”St'cs norder  clear whether this framework can guarantee successful co
operative goal completion.
Zhang proposed a Petri net framework for task-level plan-
ning [15] in which an algorithm that depends only on the goal
Robotic navigation problems often benefit from the adva@nd the constraints to derive action sequences is proposed.
tages provided by multiple, cooperating mobile agents[[], Gerkey and Matari presented a domain-independent frame-
[12]. Such gains include improved performance and simigliciwork for multi-robot task allocation in which it is shown tha
of robot design. In addition, there are common multi-agetask-allocation may be thought of as an instance of the @btim
tasks that cannot be carried out by a single robot, such assignment problem [7]. Alternatively, Noborio and Edagshi
soccer playing and follow-the-leader swarms [3]. Convgrse proposed an on-line, deadlock-free path-planning allgorifor
predator-prey and terrain exploration problems are exampmultiple agents operating in an infinite world [13].
of tasks that can be performed by a single agent yet may be

more efficiently addressed with multiple robots [4]. ) ] ]
Cooperation among a group of robots is defined as th_eG'Ve” two or more mobile agents, a set of predefined ac-

process of allocating and managing available resources !f§'S: @nd a goal to attain, we must define a formal cooperativ
reach a certain goal. Typically, these resources inclute,ti behavior description among the robots to reach the defined

actions, knowledge, sensor readings, and computations. gﬁla" h Petri . . .
such, a cooperative situation must satisfy various comsgra " OUrapproach, we use Petri nets since cooperation regjuire

on the goal, the tasks, and the robots themselves. They ni§ nandling of concurrency [6], [8]. In addition, Petri set
be summarized as: guarantee the correctness of the cooperation protocoles th

notion of reachability in a given Petri net is a provability

« Constraints on the nature and the amount of resourceshiem in linear logic. We address the reachability prable
be assigned to each robot, and the time frame in Whigy, ;sing a special type of Petri nets known as work-flow nets
the goal must be reached. which, when correctly designed, guarantee that the goal is

« Constraints on the tasks to perform, such as precedqugchame_
ordering and the amount of time to complete tasks. A petri net is a directed graph for which the nodes are either

« Constraints on task and robot synchronization, if requireg s «itions (represented as rectangles), or places &epted

Cooperating mobile agents thus negotiate for resources acircles). A place is connected to one or more transitiand,
perform task planning and scheduling in order to accomplightransition is connected to one or more places. Nodes gharin
common goal. identical types are not directly connected. Activitiestthee

We briefly cover relevant previous research in Section Iperformed by the transitions are represented by tokengd(sol

followed by a focus on the related challenges posed by Pagticles) and they reside in places. An empty placéhat is
nets in Section Ill. Section IV illustrates the proposeditioh connected to transitiofi’ disables this transition from being
and Section V presents simulation results. Sections VI aedecuted. A transition is said to be enabled if and only if¢he
VIl address the problems posed by input noise and scalgbilits no empty places connected to it as inputs. A transitiors fire
while Section VIII concludes on our framework. after being enabled and the result of such firing is the reinova

I. INTRODUCTION

I1l. PROBLEM STATEMENT



of tokens from each of its input places and the creation of
tokens in each of its output places.

The entire net models one or more processes in a syste
Places can be viewed as conditions to be satisfied for th
transitions they are connected to, or as the result of eiegut
one or more transitions in the model. Mathematically, aiPet
net is a tuple

N=<P,T,F,W > ()

where P is the set of places] the set of transitions} the
set of arcs among transitions and places, expressétba@EU  Fig. 1. AlthoughTiy = Ti1, P11 = Ps1, and Pia = Pz, 1 cannot

T x P, andW a vector containing the weights of the arcs ireplacevs, since two transitions leave fromiz, as per the notion
P ’ of choice dependency.

IV. METHODOLOGY AND PROPOSEDSOLUTION

In order to design a framework capable of supporting cé% U (ax)*, wherea, # ) is a starting action, anfh;)* is a
operation among a set of agents, the tasks to be performedsgy of following actions (which might b@).
the system must be taken into consideration. The divergity o TWo robotsr; andr; can cooperate to perform a desired
task types and constraints yield different designs. An eptam pland; if they satisfy the task coverage property as follows:
of this is agent polymorphism, which exists when two or more
agents with different capabilities are able to completestimae
task. _ ~ Robotry, is a candidate for cooperation with robat if and

For instance, we may assume without loss of generality tf@“y if
a set of objects are aligned on a straight line, and that salot
andr, are to pick them up. Robotg andr, have maximum Va € Aj 1 Aj =dj —w(r;) such thate € w(ry)  (5)
speeds of 2n/s and and In/s, respectively. If the constraint _ ) . )
on the task is to collect these objects at a speed off)/5, where_Aj is the difference betwc_a_e_n the capabilities required
then both robots belong to the same polymorphic class givihachieve plani; and the capabilities of robof.
that they both can carry the task out. However, if the reglire N our proposed framework, we use Petri nets to model
speed of the moving vehicle must be &', then, the robots robots involved in cooperation and derive benefits fromrthei
do not be|0ng to the same po'ymorphic domain W|th respe‘é&l’uctural and dynamical CharaCteriStiCS to bUIld a pl’OlOC
to this new constraint and only robet is suitable for the for cooperation. Conditions for an action to be taken are
task. This example shows that task constraints and defisitigiven by the input places to a transition, and the results of
affect the level of cooperation mobile agents may attain. Performing the action are given by the output places fronh tha

A group of agents is said to beomogeneoui§ the capabil- Same transition. Tasks, which are thought of as sets ofractio
ities of the individual agents are identical ahdterogeneous Performed by robots, are represented as tokens in Petri nets
otherwise. Heterogeneity introduces complexity becaask t Given a group of robots, the structural and dynamical char-
allocation becomes more involved and agents need to moaéleristics must be taken into consideration if the coapera

Va € dj:a€w(r)Uw(rg) (4)

other individuals in the group. is to be successful. With that intent in mind, we divide a Petr
In our model, we assume that there is a set = net into UnitS/Li, wherel < ¢ < k and k is the number of
{A1, A2, ..., A} of all primitive action types that cannot beunits composing the Petri net.

fragmented into Simp|er action types, and sets of non-pjﬂmi A unit is a transition Comprised of sets of input and output
action types C A. Any actiona from a robot at a given time places which model an action, the conditions that must be

is constructed from a list of non-primitive action types. satisfied prior to its execution, and the results of achigvin
If a robot r; from the set of cooperating robotg = the action, respectively. We proceed with the mathematical
{r1,72,...,m,} has pland; from the set of plansD = definition of a unit:
{dy,ds,...,dy}, then the robot can perform its plan on itE)efinition 1 A unit is a tuple
own if and only if it meets the time constraints (if any), an
the following equation holds: v; = (¢T3, Ty, Tie) (6)
Vo € dj:a € w(r;) (2) whereT; is a transition,e7; is the set of input places t@;,
wherea is an action andT;e is the set of output places 5.
w(rs) = {WFnet,, WFnet, WFnet} 3) The notion of choice dependence among units is important
1) — 1 9 ©

because it directly affects the expected level of coopamati
is the action capability set of robot;, where Whet are Units; andv, are said to be choice-dependent if and only if
extensions to Petri nets known as work-flow nets, d@pd= their transitions share one or more input places. For igtan



if unit 1 andwv, are choice-dependent, but umif is choice-
independent, then unit; cannot replace units in its actions,
as depicted in Figure 1.

Definition 2 A unitv is choice-independent if and only if the

following condition holds:
oTiNe(T—T;)=0 @)

whereT is the set of transitions in a Petri net.

If the unit is choice-dependenthen the set ofchoice-
dependencys defined as:

Xl‘:{Tj|Tj€{T—T¢} and oTiﬁoijéQ)} (8)
and can be determined with:
X(T;) = o(W™ (P, T;) — W™ (P, Tk)) 9)

Vii, PjeelineTy and Vi T, € T

wherem is the number of place®; € oT;, k is the number
of transitionsTy, € T', W~ is the input incident matrix of the
Petri net, and is a Dirac delta function.

Two units are identical if and only if they satisfy similagis
in transition, precondition, and post-condition. A traisi

Fig. 2. Two different Petri nets illustrating the concept of simitia
Ty, and Ty, are of the same type.

where U is a set of units,P is a set of places, and’ C
U x PUP x U. Figure 4 illustrates similar compositions from
two Petri nets.

Definition 5 A compositionC; C Cy if and only ifV u; €
Ci Juj e Crlu; =uy
A. An Example

Figure 2 shows two simple Petri net units that we would
like to test for similarity. Suppose thdt, andT}, are of type

similarity is defined by the action type it belongs to. Twa1, andTs, andTs, are of typee,. We find the precondition

transitionsT’ and7> are similar if and only ifT; € \ implies and post-condition similarities as follows:

that 7, € )\, where )\ is an action type belonging ta.
Precondition and post-condition similarities are testgdtie
following equations:

Spre = 6(I'(Th) — T'(T2)) (10)
and

Spost = 5(7(T1) - 'V(TQ))

whereI'(T;) and v(T;) are column vectors representing the
input and output places to and from transitiby respectively.

(11)

Definition 3 A unita is similar to units if and only if3 T} €
aand3 Ty € 8| A(Th) = A(Tz) and ¢} = T, and T e =
TQO.

An example of similar units from two different Petri nets
is given in Figure 2. While the concept of units is a step
forward in defining cooperative processing, it is not preeti
as most units in realistic situations are choice-dependent
Consequently, two or more choice-dependent units may find
themselves exchanging actions (or tokens) more often than
necessary. Hence, the success of cooperative choice-gkaguten
units is not guaranteed. However, if there is a possibility t
view the group of interdependent units as one composition,
the process of cooperation becomes feasible and the success
of the cooperative process is then guaranteed. Toward s e
we proceed with the definition of compositions of units withi
Perti nets:

Definition 4 A composition C is a set of joined units in a
topology:

C ={U,PF} (12)
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C. Examples of Cooperation

Suppose a work-flow such as that of Figure 6, and two
robotsr; andr;. We assume that every transition in the work-
flow is in setw(r;). In the case where(r;) = w(r;) — «,
where« is an action to reach a stack of objects,is clearly
unable to perform the plan on its own and must ask for the
cooperation of; to complete its mission, as depicted in Figure
7.

Another example is given by a task requiring two robats
Fig. 3. Similar units in different Petri nets. In this example, théNd7; t0 synchronously act together to perform the task, as
concept of similarity is applied to subsets of the Petri patstead Shown in Figure 8. Robat; is represented by a Wit with
of the entire nets. the following actions:

« See an object
« Move toward object
« Grip object
« Move toward home
Spre =0(2=2)=1 Spost =06(2—-1)=0 (18) Robotr; also has these capabilities, plus the following two

actions:
In this example, we find that the two units satisfy the precon- . Reach object stack

dition similarity but not the post-condition similarity.idtre . Put object on stack

3 illustrates an example of similarity, where the units arﬁ the function of bothr; and r; is to grab objects from a
? J

comprised within dotted lines. An example of compositiopoading zone and put them as stacks in another location, then
is given in Figure 4. A composition is a set of units in a Petri . . . . '
net. r; IS ablg to achieve the reqwred task on its own, whereas
robot r; is only able to get objects from the loading zone
to a location near a stack. If the two robots cooperate, then
whenever robot; grabs an object and transfers it to the store,
it hands it to robotr; if it is available andr; can put it on

the top of a stack. If; is not available, them; waits until

r; becomes available. This cooperative protocol, depicted in
Figure 8, shows that when robet hands the object out to
rj, the token that represents the object is then given as the
input node of the work-flow representing, as to respect the
requirement that any work-flow has a single input entry point

B. Redirecting Activities to Similar Units

D. Proof of Correctness

In order to show that the proposed framework is correct,
we need to demonstrate that it yields the desired goals for
Fig. 4. Similar compositions in different Petri nets. A compositie Cooperation. As previously stated, the provability proble
is a set of units in a Petri net. from linear logic is a reachability problem in Petri netsn&
we use work-flow nets (Wiep, reachability is assured [1],

The merit of this technique is the ability to use similaE]' However, we must guarantee that the proposed framework
as the property of soundness [10], [14].

compositions in Petri nets to perform one or more actionsifro ) ’ . . ]

the task under consideration in such a way that its deadéine c A Petil netN_ 'S a WFne?t if and qnly iF[1], 2]

met. Consider the example in Figure 5 and assume that thera X has an input place, whereei = ¢.

is a token (or action) that is going to miss its deadline ircpla ¢ X has an output place, whereos = ¢.

P,. If P, is empty, then transitiofi} is enabled and executed. * !If @ transitiont* is added toX such thatet* = o0 and

As a result, the token under consideration is consumed from t"® = ¢, the Petri nekt* becomes strongly connected.

place P, and regenerated i, and P;. Note thatt* is a transition which connects the input to the
When T, executes, then the token iy is processed and Output of the Whet _

appears inP,. Following this sequencel; executes, moves A WFnetR is sound if and only if:

the token toPs, consumes the token iR;, and enableds, if « VM€ |M;), M, |M)

the required tokens exist. The purpose of transitiBpand T e VM€ |M;), Mp>n=M=M,

is to ensure that the migrating token goes to the desiredrouts Yt €T, I M € |[M;), t€ |[M)

and returns, as opposed to being consumed by an undesimdere M is the marking of the Whket M; is the input

transition. marking, M, is the output markingM, is the marking at




Move toward object Grip object Move toward home Reach object stack Put object on stack

G %I*
™

See an object

Fig. 6. A simple Wihet model for a robot activity which consists of
6 transitions, each representing a predefined action. Uguaiodels
for robot activities are complex; this example is meant toveiow
actions are mapped into transitions.

We present a theorem of soundness for our framework. A
framework is sound if any valid input plan can be carried out
successfully, under the hypothesis that the set of robatlmap
ities satisfies the task coverage requirement. For matheashat
convenience, we add a single input plagend a single output
placep, as shown in Figure 8.

Theorem 4.1:A cooperation platform© is sound if and
only if the following conditions are satisfied:

o V WFpet€ Q(R), WFnetis sound

e Vec A ee QR)

Fig. 5. Two cooperating Petri nets. Transitioffs and 7% are similar. e Vd e D, IWFnet x WFnet| d is executable

If there is a token that exists iRy, then it can be transferred t&; to o V& €€, & is a sound work-flow net

_be processed bT_l, instead ofT%. Whe_nT4 fires, it crea_tes a_token Proof:

in P; and P1, which represent the activity under consideration. The )
token inPs disablesTs and guarantees that the activity flows through ¢ Since() is sound, therp, € |p;) andV d € D, d will
the right path. Wherf is enabled, it eventually fires and the token  eventually reachy,, regardless of the WF it goes through.
in P1 moves toP,, which temporarily disabled’, and immediately Hence, we have/ WFpet € Q(R), WFpet is a sound
enablesTs, which in turn fires and produces the processed token by

putting it in Ps. W_Ork_ﬂow net .

» Sincep, € |p;), D = a,U(«}), and that will eventually
reachp,, we haveve € o, e € w(R) and, consequently,
Vd e D, 3WFnpet x WFnet| d is executable

« The definition of soundnesg M € |p;), p, € |M)
impliesV ¢; € €, & is a sound work-flow

Therefore, for sound®, the four conditions are satisfied.m

time k, n is the number of tokens i/, andt is a transition.

We now present a cooperative framework among robots:

©=<A,R,QR),D,S, &> (19) We now show the converse, namely that if the four condi-
) o _ _ tions are satisfied, the framework is sound.
where A is the set of primitive action types? is the set of Proof:
cooperating robots, e SinceV WFpet € O(R), WFpet is a sound work-flow
Q(R) = {w(r1),w(rs), ..., wlry)} (20) net, we havev &, € &, &; is a sound work-flow net.
« We havep, € |p;) and, since¥ ¢ € o, e € O(R), we
is the set of all robot capabilities, arid is the set of plans to obtainV d € D, 3WFnetx WFnet| d is executable.
be performed by the set of robots. The set of all similarities « With d € D andd < p;, d will eventually reachp,.
between robot capabilities is defined as: We conclude tha® is sound. m
S={81,5,...,Snm-1)} (21) V. SIMULATION RESULTS
where Figures 9 and 10 show the dynamic programming algo-
Si = WFnet, N WFnet, (22) rithm which determines the plan adopted by the two robots
‘ J to achieve a predefined objective. These Tables solve the
V WFnet; € w(ri) andV WFpet; € w(r;). cooperation problem shown in Figure 7, where the objective i
& ={&,8&,...,&.} is the set of work-flows that bind two ora plan made of six consecutive actions. The Tables represent

more different work-flows from two or more robots. robot transitionsl; and desired actions;.
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Move toward object

See an object

Fig. 7. A cooperative solution for two robots and r; to collect

objects and put them in a stack in a home zone. Rebaees an . . . .
object, moves toward it, grips it and returns home. Raohobas the The algorithm continues until the transition that performs

same capabilities besides the ability reach the objectkstaw put actiona; is in the plan. After the algorithm halts, a typical
the object on the top of the stack. Hence, robatan not complete its plan can be formed from,, to a;. It is worth noting that the

mission unless it cooperates with. If robot r; already has an object get of actions the robots take in this typical plan are from
and is waiting in the home zone, it asks for cooperation which to a
ne

accepts only if it does not have another object between ifspgrs . - .
and is in the home zone. If this is the case, then rohoaccepts ~ The algorithm shown in Figure 9 gives a plan. In order to

cooperation and the task is fed to the beginningrgé work-flow, get every possible plan, the algorithm has to verify each and

and redirected to the transition (r(_each object_ stack), sat tiobot r; every possibility, as shown in figure 10. The dotted rectasg|

completes the task. Physically, gives the object to robat;. in Figures 9 and 10 separate the transitions which belong to
robotr, from those of robot. If the plan resides within the
set of transitions of a single robot, then this plan does not

The capabilities of robot, are represented by the transisupport cooperation.

tions See an objectMove toward objectGrip object and  The simulation results are shown in Figure 11. Thaxis

Move toward homewhich are labeled in the Tables fromrepresents the number of objects to be collected, ang-tods

Figures 9, and 10 agy, T3, T3, and T} respectively. The represents the time required to collect that number of dbjec

capabilities of robotr, are labeled by the transitionSee \we assume an equal amount of time for each transition.

an object Move toward objectGrip object Move toward | ing ) in the graph represents the case of a single robot

home Reach object stackand Put object on stackwhich . jecting a number of objects. It starts with 6 time units fo

are labeled ads, T, T7, Ts, Ty, and Ty, respectively. The qoacting one object and reaches 6000 time units when it
dynamic programming algorithm has two phases, forward apdq|jecting 1000 objects. Lin&) represents the cooperation
backward. The forward phase fills the matrix with €ither 0 0lage and starts at 6 time units when the number of collected
1, according to the following equation: objects is 1 and ends with approximately 3550 time unitseLin
1 if T. ¢ X anda; € \ ¢) in the graph represents the fully parallel case in which
fla;, T;) = { 0 otherwise ! (23) each robot is equipped with all the capabilities it needs to
perform the task alone. The simulation results show that the
For instance, if a transitioff; has the same type of actioncooperation performance tends to get closer to that of the
asa;, then the matrix elemen(iu;,T;) is set to 1, and zero fully parallel case. It is important to notice that gettirfget
otherwise. cooperation performance closer or equal to the fully patall
In the backtracking phase, the algorithm constructs plgns base depends on the basic capabilities of the cooperating
gathering the elements that are setltm the forward phase. robots.
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union operatorg which is applied between two cooperative
platforms and produces a third platform as a result. The two
cooperative platforms must be sound in order to yield a valid
cooperative platform. The operator is also applied on two
agents as a base case since a single agent can be formulated
as a cooperative platform:

© =< A,R,Q(R),D, 8,¢ > (24)

where S and ¢ are both(), since the cooperative platform
contains a single agent.

AssumeO = R; ® R;, where© is the union ofR; and R;,
the work-flows drawn inside the designated boxes from Figure
8. We prove the scalability of the platform by induction gin
three base cases as follows:

Fig. 10. A dynamic programming model for finding aII plans. This Proof:

model corresponds to the situation depicted in Figure 7.

VI. INPUT NOISE

Any action that is required for the success of the coopematio

« Base casév = 2 with agents-;, r;+1, which corresponds
to the case shown in Figure 8.
o Base caséV = 3 with agentsr;, r;11,712:

7"i=9i =< A,TZ‘,Q(M),D,@,@> (25)

plan must belong to the union of all capability sets of the

cooperating agents. If the platform possesses action types
that support the handling of noise, then the platform will

Tiv1 = Qi1 =< A, rig1, Qrig1), D, 0,0 > (26)

be able to perform correctly when noise is present. As an
example, consider the case shown in Figure 8 and assume that

the loading zone and the stack exist in two different rooms Tive = Oira =< A, riya, Qriy2), D, 0,0 > (27)
separated by a door. Suppose that at some point during the Thus

experiment, the door closes for any reason (noise). If one of 0,90, -6 28)
the agents has the capability of performing the appropriate i+l

action (open door), then the platform can handle the sinati and

by forming a new sub-plan to handle the noise as a form of O ® 40 =0 (29)

exception handling. However, if none of the cooperatingiége .
is able to perform the appropriate action, then the excaptio &' sound cooperative platforms.

will cause the plan to fail.

VII. SCALABILITY

o Base caseV = 4 with agentsr;, r; 11,712, "i+3:

T :@7 =< A;ri7Q(ri);Da®7®> (30)

Scalability refers to the operation of the platform when
the number of agents increases. Our approach guarantees
scalability and, to prove our claim, we use induction and a rit1 = Oip1 =< A, 741, Qrig1), D, 0,0 > (31)



Tit2 = @H_Q =< A7 Ti4+2, Q(TH_Q), l)7 (Z), 0> (32) [1]

[2]
Tip3 = Oiy3 =< A, 1343, Qriy3), D,0,0 > (33)

Thus [3]
0; ®O;41 =060 (34)

and [4]

Oit2 ® O3 = O (35) g

and [6]
@cl & 962 - 60 (36)

are sound cooperative platforms.
« Hypothesis: We assume that the following applies:
1) There arek — 1 agents

(7]

(8]

{Ti; Tit1ly -y Titk—2, 7”7:+k—1}

2) The firstk — 2 agents constitute a sound platform
Ok—2.
3) Or_2 ®ri1x_1 constitutes a soun@y,_;.

« Induction: It is required to show that an agent, can [10]
join the cooperation plan given that the proposed theorem
applies. [11]

1) From the hypothesi®);_» is a sound cooperation
platform.
2) From the base case,,,_1 @7 1x = O, is asound [
cooperation platform given that the theorem applieg.)
3) From the definition of the union operat®, Q0 _o
yields ©; which is sound given that the proposeqm]
theorem applies.
Therefore, The proposed platform is scalable for any number
k of agents. m O
While the platform is scalable, it is not guaranteed to yibiel
best performance in the case &f> 2 heterogeneous agents,
owing to the fact that the selection of a cooperation pairgno
a set of candidate agents highly affects the planning psoces
The problem of achieving full cooperation among a sef\of
agents while taking performance into consideration is pért
our future work.

El

VIIl. CONCLUSION

We proposed a Petri net-based cooperative framework for
multi-agent systems. The framework provides an algorithm
to verify similarities among agent capabilities in order to
determine the possibility of cooperation with respect to a
desired task.

Similarities are examined from what we have defined as
compositions. The dynamic behavior of the framework is also
studied by investigating the reachability criterion anduing
that the framework is sound, provided that the design obeys
the specified constraints. A theorem and a proof of soundness
is proposed. To conclude, cooperation is achievable by the
proposed framework provided that the task coverage auiteri
is met by the agents, and the design follows the soundness
constraints specified in the theorem.
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