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Abstract
In this article a novel type of sensor system called the Active Floor is presented that allows the time
varying spatial weight distribution of the active office environment to be captured. The properties of
the Active Floor are described showing that it differs substantially from other commonly encountered
sensor systems. Furthermore classification of the footstep signature of a number of individuals is
attempted by application of the hidden Markov model technique.

Introduction
We are concerned in this paper with a weight sensitive floor, to be used as a means of sensing the
distribution and time variation of loads within a building. Data obtained from such a floor can be fed
into a distributed location system for the Active Office(1 ). The Active Floor is a square grid of
conventional carpet tiles, each backed by 18mm plywood and 3mm steel plate, supported at the
corners by cylindrical load cells which are instrumented to give us the total vertical force. In the data
acquisition system described below we have found that the load cells are able to resolve weight
changes of about 50 grammes. The grid has a 50cm spacing, and a sampling rate of 500Hz per load
cell is employed.

Earlier work at ORL produced the Active Badge system(2 ) where each person or object wears a device
or tag that can communicate via infra-red light with Badge Stations distributed around the working
environment. In contrast to this a property of the floor that particularly interests us is that its operation
does not require tagging or any special positioning of objects. Strong statements regarding weight and
movement can be made about the environment without elaborate interpretation, and there is a wealth
of data for more advanced analysis.

To see why the floor is different from other sensing systems that we have encountered, we analyse its
properties in comparison with other systems.

Comparison with tagged systems
Sensing means such as radio frequency identification (RFID) tags and infrared active badges carry
identification codes so that the particular tag can be directly identified. Bar codes carry sufficient
information to distinguish one class of identical object from another. These tagged systems make
strong statements about the tags that are sensed. If a tag is not sensed, we cannot deduce that the
corresponding object is not present because its tag may be detached, inoperative, or shielded.

The active floor does not identify an object, except in so far as this can be inferred by interpretation of
the sensor outputs. Objects which have identical weight signatures cannot be distinguished, but we
can track their position and behaviour independently.

It is difficult for an object to be hidden from the floor, it would have to be suspended from the wall or
ceiling. Thus we can make strong statements about what is not happening in the environment. For

                                                       
* This article is based on the work carried out when the third and fourth authors were with The Olivetti and

Oracle Research Laboratory, Cambridge, UK.



2

example, we can assert that nothing of significant weight has been removed from a desk if there have
been no changes in the sensor outputs under and around that desk.

Comparison with interpretative systems
Analysis systems have been constructed to look for the characteristics of certain object classes in the
output from video cameras or microphones(3 ). For example, much work has gone into face and voice
recognition. The active floor can also be used in this way, for example to attempt to recognize
individual people from the way that they walk.

With somewhat less interpretation, we can track objects by their movement in video images, or by the
relative arrival times of sound at a microphone array. A corresponding mode for the floor is to track
objects by following their centre of pressure as they move. In all of these systems, we may lose track of
an object if it passes too close to another of similar properties or changes properties in an undetected
way. Finally, at a coarse level, the floor can tell us if there is activity in an area, just as video can
detect motion and microphones can detect sound levels.

One unusual property of the floor is that it accurately tells us the total weight in an area. This is
because the entire floor and loads on it are supported only by the load sensing elements, and because
of the laws of mechanics, we cannot hide a weight inside or behind another. Most other untagged
sensor systems only tell us about some of the objects in a room, as one object may be able to mask
another to the system. For instance, if three people enter a room, the floor will accurately show an
increase in weight corresponding to the sum of their three weights, including anything they are
carrying. While a person is walking across the floor, the load will vary with time as the centre of mass
of their body moves up and down. However, the centre of mass will on average remain at the same
height, so the average load sensed by the floor will converge to the weight of the person.

To sum up, the active floor is a sensing system that does not require tagging, that senses all the objects
in a well defined area, and that does not require any complex recognition software for its most
fundamental operations.

Applications
Many applications exist for an active floor. It may be used as part of a virtual reality system or
integrated into an intelligent building. The view shown on a display could be varied depending on the
position of a person in the room. It could act as a people detector for lifts or shops. Switching on or off
pieces of equipment as people approach or signaling a warning if someone enters the operating area
around a machine tool. In security systems it could be used as an adjunct to tagging systems. For
example, if a person identified by a tag enters a room and the net weight of objects in the room is
detected to have changed after they leave we can be certain that something has been picked up or
delivered and by whom. Furthermore by looking for similar weight changes in other locations we can
attempt to track untagged items.

Floor technology
Once we had made the decision to measure the weight distribution across the floor, we reviewed the
available technologies with which this could be done. We would like to have used a fine grain
pressure sensitive technology such as that from Tekscan of South Boston, Massachusetts, but this
seemed to have some disadvantages for our application:

1. Some of the weight is supported by the areas between the pressure sensitive pads, so the total
weight on an area of floor cannot be accurately ascertained.

2. High point pressures will damage the small sensors, e.g. high heels. Indeed, the available
technology is not recommended for sustained use even with flat shoes.

3. The technology is expensive when applied to a whole office floor (of the order of $3000 per tile).
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For these reasons, we opted instead for the load cell approach. In so doing, we lose the opportunity to
image process the outputs to see, for example, which way feet are pointing.

We first considered setting each tile on a single load cell. This would be difficult to do mechanically
since no vertical load must be transmitted except through the single load cell. We would however be
able to measure precisely the weight of an object that was completely supported on that tile. Of course,
this would not always be the case. Objects would often span several tiles, and hence several load cells,
so we would have to face the problem of interpretation of spread loads. Setting load cells at the
corners of the tiles, so that each load cell measures the sum of contributions from the corners of four
different tiles, resulted in a much simpler mechanical arrangement, and does not make the problem of
interpretation any more difficult.

The load cells used (figure 1) are made out of high strength L168 aluminium alloy and are of the
diaphragm type. A 350 Ohm full bridge strain gauge is incorporated which measures the compressive
load. The particular load cells used in the prototype active floor have a rated load of 500kg with
combined non-linearity and hysteresis error of less than plus or minus 0.5% at full rated output.

Our prototype Active Floor consists of a four by four array of load cells. Each load cell supports the
corners of four adjacent floor tiles (or two and one floor tiles at the sides and corners of the Active
Floor area respectively. See figure 2) Each floor tile is formed from a 500x500mm sheet of 3mm thick
mild steel screwed to a similar sized piece of 18mm thick 5-ply board. Strips of metal at each corner
of the mild steel sheet help locate the sheet corner accurately over the central point of the load cell.
Carpet tiles are fitted on top of the floor tiles to give the appearance of a normal office floor. The
layered composition is shown in figure 3. A wooden ramp on all four sides provides the transition
from normal floor level to false floor level (figures 4 & 5). The false floor level being approximately
two inches above the normal floor. No special preparation to the normal floor was required prior to
laying the Active Floor, it being placed directly over the existing carpet tile floor covering.

The floor proved to be remarkably robust given its simple mechanical construction. In one test a
colleague jumped from a desk onto the Active Floor to check for load cell overload. No damage to the
load cells occurred, measurements maintained their repeatability, and all floor tiles remained in place
with no signs of buckling. The Active Floor feels solid under foot with no tendency to spring. To
check for spring and resonances in the floor we fitted a micromachined accelerometer to the lower
surface of a tile at its central point. Changes in (vertical) position and velocity were then calculated by
integration of the accelerometer sensor signal. Figure 7 shows the position and velocity of a tile as it is
stepped on showing that it is free of serious resonances. Further resonance tests were conducted using
a hammer blow to simulate an impulse for impulse response measurements.

Instrumentation
The strain gauges are typically provided with a 10VDC excitation voltage on one pair of wires with a
second pair of wires providing the output voltage from the full bridge. With our prototype active floor
we used VXI based strain gauge data acquisition equipment from Hewlett-Packard(4 ). This consists of
an E1421A six-slot C-size VXI mainframe populated with HPIB/command module E1406A, 64-
channel 16-bit ADC board E1413B and four buffered strain gauge modules which gives the ability to
connect a total of sixteen full bridge strain gauges and provides the appropriate excitation voltages.
Data acquired by the ADC board is passed via the command module over a GPIB link to an Olivetti
Pentium PC where it is processed using Hewlett-Packard’s Visual Engineering Environment software.
We found this data acquisition environment to be very flexible for experimenting with and the
prototyping of various sensor based systems.

Measurements and removal of systematic errors
We initially sampled data from the floor at a variety of different sample rates and established that
most of the load cell signal energy lay below 250 Hz for people walking and running over the Active
Floor.
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In our earliest experiments only four load cells were used, these being the ones supporting the centre
tile of the prototype Active Floor. Dummy load cells were used in the other twelve locations. Data was
acquired in three stages using three separate HP VEE programs. The first stage involved the collection
of real time data from the four load cells and its storage to hard disk. Up to sixty seconds of raw data
could be stored at a time using a sampling rate for each sensor of 500 samples per second. For the first
few seconds of each sixty second acquisition period no activity was allowed to occur on the Active
Floor to allow for later calibration of the system.

During the second stage the first 819 samples of each sensors data set were averaged and the value so
produced subtracted from that data set, thus removing any systematic errors due to the static weight of
the false floor. Next multiplication by a conversion factor turned the readings from Volts to
Kilograms. Adding the conditioned values obtained at each sample time from the four sensors results
in a measurement of the total weight of any object placed on the centre tile of the prototype Active
Floor. In the biomechanics literature concerning walking and running (5 ) the reaction produced by a
measuring device to the weight and inertial forces of a body in contact with such a device is referred
to as the ground reaction force (GRF). Clearly what we are measuring with the prototype Active Floor
is the vertical component of the GRF. Previous biomechanics research includes measurement of all
three orthogonal components typically obtained using a Kistler force plate(6 ,7 ).

The third HP VEE program took the output of stage two and extracted automatically the footstep
vertical GRF time traces or signatures. A typical trace is shown in figure 6. During stage one each
subject was asked to walk repeatedly across the prototype Active Floor for sixty seconds at a time in as
normal a manner as possible. The subjects were also told to target the centre tile aiming to step fully
on that tile avoiding any overlap with adjacent tiles. It was further requested that they avoid walking
on any of the eight peripheral tiles, which helped in the extraction of individual footstep traces, but
this was not always possible for those people with shorter stride length. A database was assembled
consisting of twenty footstep vertical GRF traces for each person from a group of fifteen people. This
database was later extended to forty traces for ten members of the group.

Our earliest attempts at classifying different people’s footstep traces focused on the application of the
Hidden Markov Model technique as we had previously been using this method with some success in
the context of face recognition.

Introducing Hidden Markov Models
An HMM is a doubly-embedded stochastic model based on an underlying Markov chain of states and
an output probability function associated with each state in the chain. HMMs are generally used for
modeling non-stationary vector time-series. The temporal nature of the signals generated from the
floor makes HMMs an obvious choice for the purpose of classification. HMMs have been extensively
used in speech recognition(8 ) and recently in image analysis (9 ). A comprehensive tutorial on HMMs
can be found in Rabiner(10 ). In brief, the time signal is sampled to generate a vector time-series of
finite length T denoted as o1...oT. A continuous HMM consists of a sequence of N states. Observations
are generated every time a transition from a state to another occurs. The probability of a transition
from state i to state j is aij. The probability of observing the symbol ot at time t in state j varies
according to a multivariate Gaussian distribution denoted by bj(ot). Allowing for a start and end state,
an HMM can be fully defined by the following set of parameters:

• N  is the number of states in the model.
• A={ aij : 1 ≤ ≤i j N, } is the state transition matrix.

• B={ bj(.) : 1 ≤ ≤j N } is the output probability function.

In short-hand notation, a given model can be summarized as λ={Α,Β}. Various state topologies are
possible and a common one adopted is the left-to-right configuration illustrated in figure 8, where
transitions are only allowed in a forward direction.
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For a given model λ, the joint likelihood of a state sequence Q = q1...qT and the corresponding
observation sequence O = o1...oT  is obtained by computing the probability of traversing the HMM
trellis with Q and O as:

( ) ( ) ( )P b a bq q q t

t

T

t tO o o,Q |  λ =
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Equation 1

In practice, the state sequence Q is unknown and Equation 1 cannot be evaluated. Instead, the
likelihood P(O | λ) can be computed by summing over all possible state sequences:

( ) ( )P P Q
Q

O Oλ λ= ∑ ,

Equation 2

There is a simple procedure for finding the parameters of model λ which maximise Equation 2. The
procedure is known as the Baum-Welch algorithm (11 ). This is the fundamental procedure used for
training the HMM. Identification is carried out simply by computing the likelihood of each HMM
generating the unknown observation sequence and then selecting the model which gives the highest
value. The exact details of the training and testing procedures are beyond the scope of  this paper and
a full explanation can be found in the references provided above.

In the work presented here, the foot signature of individuals will be represented by left-to-right
models. The parameterisation of the models plays a fundamental part in designing a successful
classifier. For this reason, a careful study of possible parameterisations will be presented through a set
of experiments where various ways of generating individual models are explored.

HMM parameterisation
Assuming that a signature is a discrete signal with Z points, an observation sequence o1...oT can be
generated by sampling the signature using a window of width L and allowing for M-point overlap
between successive observations. The sampling technique is illustrated in figure 9.

The L points contained in the window are arranged in an L-element column vector ot. The length T of
the observation sequence is then obtained as:

T
Z L

L M
=
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Equation 3

where  x  is the largest integer r such that r x≤ . A parameterised model can be specified in short-
hand notation as:

H=(N,L,M)

Experimental Set-up
All the HMM-based experiments reported in this paper were carried out using the HTK: Hidden
Markov Model Toolkit V1.3 developed by Young(12 ). The footstep database consisted of 20 signatures
for each of 15 different individuals. Of these, 10 signatures were used for training and 10 for testing.
Hence, a total of 150 signatures were used for training and another 150 for testing.

Model Parameterisation
The parameterisation of a model determines how successful a model is. Success is measured by the
number of times the model correctly identifies one of the 150 test signatures. A corpus of
approximately five hundred recognition experiments were carried out, with model parameters from
the following range:
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Clearly, only values of M less than L were tried. Also, for large values of N and L, the overlap that was
used started from larger values in order to generate a reasonable number of observations in the
sequence. The results are shown in the figure 10. Each graph shows the error rate (y-axis) plotted
against the discrete set of overlap values (x-axis) for various values of window size (the multiple line
plots for each value of L). The following sections analyse the influence of each of the parameters on
the error rate.

Window Overlap (M)
When sampling the time signal, overlap is normally used to avoid an arbitrary, rigid partitioning of
the signal, which could result in sample boundaries cutting across important features. The value M
determines primarily how likely feature alignment is and a large value implies a smaller probability of
cutting across features. From Equation 3, it is evident that the overall length of the observation
sequence depends on M: a larger value of M implies a larger value for T, as the signal is over-
sampled, hence increasing the number of observations. A larger value of T is generally preferable,
because the ability of an HMM to develop an accurate data model depends on having a sufficient
number of events from which to derive its parameters. However, a larger observation sequence length
causes longer computing times at training and testing. It is expected that for large N and L, increasing
the overlap should reduce the error rate. The results shown do not offer any conclusive evidence on
the influence of M, with the exception of the cases of maximum L and N=11,12. Here it appears that
increasing the overlap improves the overall recognition performance.

Window Size (L)
The sampling window size determines the size of the features that the HMM models. From Equation 3
it is also evident that L determines the length of the observation sequence. The plotted results indicate
that as L increases, the recognition performance improves marginally for all number of states. There is
a clear downward trend for the case with N=12,  while for the other cases the trend is not as obvious.

Number of States (N)
The number of states represents the number of features used by the HMM to model the signal.
Choosing the correct number of states is crucial for obtaining an accurate model of the data. However,
the choice is not always simple and most models rely on subjective intuition, where the analyst
determines by inspection how many different states are appropriate for the data. A small number of
states forces the HMM to group together observations which may introduce a substantial variance and
that would be better modeled by separate states. On the other hand, if too many states are used, the
model may not have enough distinct events to estimate the parameters of each state correctly. The
result graphs are plotted for various values of N and in particular figure 11 shows the average error
rate (with error bars at ± σ ) from which it appears that the best performance is obtained for N=7.
Indeed the best overall recognition was obtained with H=(7,25,2), where 13 footsteps out of 150 were
misclassified.

Criticism of the HMM results
In later experiments with the HMMs we normalized the traces for weight. The weight estimator used
was simply calculated as the average of the GRF over the step interval. This caused the error rates
obtained with the HMMs to increase to 50% and higher. From this we concluded that direct
application of HMMs in the way described above is inadequate. A better approach would probably be
to segment the footstep traces into different phases such as initial impact, thrust maximum etc. and
then apply HMMs to these combining the results obtained with other features such as weight, gait
distance and gait period in a multidimensional cluster analysis.
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Final Comments
We have seen that an Active Floor has certain useful properties that distinguish it from other sensor
systems.
• Objects directly detected, no special gadgets need be worn
• Objects cannot be shielded
• No fields to give rise to EMC problems
• Can be used in combination with other sensor systems

Our HMM results, although not wholly successful, are nonetheless an interesting first step in the
classification of footsteps. A much harder problem is that of recognizing individuals performing more
complex actions such as turning, jumping, running, etc. However, the footstep signatures used above
represent only a small part of the information that could be obtained from the Active Floor.

An array of sensors can provide information on the distribution of vertical GRF over the area of the
floor. In circumstances where only one object is in contact with the floor at a time it is possible to
calculate precisely the centre of pressure. This is the average point of application of the applied force
due to the object. However, when two or more objects are in contact with the floor it is impossible to
uniquely calculate a set of centres of pressure for these objects from the sensor array readings unless
one has a sufficiently dense array relative to the size of the objects to be located. Obtaining the spatial
position of multiple objects (using such techniques as Maximum Entropy), identifying and tracking
them is a subject of current research at ORL. We are also looking at Universal Serial Bus as a possible
means of networking the sensors in a larger scale deployment of the Active Floor.
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Pictures

Figure 1 Photograph of one of the load cells used.

Figure 2 Load cell supporting two tiles.

Figure 3 Corner of an Active Floor tile showing construction.
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Figure 4 Arrangement of the prototype Active Floor.

Figure 5 Prototype Active Floor with test weight.
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Figure 6 Typical footstep vertical GRF trace.
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Figure 7  Results obtained with the Accelerometer.
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Figure 8  A left-to-right HMM.
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Figure 10 Results for different parameterisations H.
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Figure 11 Average error rate versus number of states in HMM .
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Figure 12 A more complex problem to solve!
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