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Abstract. We present a fully automated method to estimate the ejec-
tion fraction, the end-systolic and end-diastolic volumes from cardiac
MRI images. These values can be manually measured by a cardiologist
but the process is slow and time consuming. The method is based on
localizing the left ventricle of the image. Then, the slices are cleaned,
re-ordered, and preprocessed using the DICOM meta fields. The end-
systolic and end-diastolic images for each slice are identified. Finally, the
end-systolic and end-diastolic images are passed to a neural network to
estimate the volumes.
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1 Introduction

Cardiologists can assess cardiac function by analyzing the end-systolic and end-
diastolic volumes, and ejection fraction. These values can be manually measured
by a cardiologist but the process is slow and time consuming. We introduce an
automated method that can estimate these values. We developed our method
on a data set with 700 training studies and tested it on 440 testing studies. The
data set is compiled by the National Institutes of Health and Children’s National
Medical Center [1].

In general, left ventricle volume can be estimated by detecting it and seg-
menting its cavity [3,7,9,10]. Once the cavity (the blood pool) is segmented, the
volume can be calculated by summing up the sub-volumes of all slices according
to simpson’s rule.

In this paper, we take a slightly different approach and estimate the volume
using a convolutional neural network. A Convolutional Neural Network (convnet
or CNN) is a special type of neural network that contains some layers with
restricted connectivity. CNNs have been producing excellent results on many
classification tasks. This is all thanks to the availability of large training data
sets [2,14], powerful hardware, regularization techniques such as Dropout [6, 16],
initialization methods [4], ReLU activations [12], and data augmentation. Since
2012, many networks that can perform classification were introduced [8,15,17].
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In general, CNNs can produce excellent results on many classification tasks
if large amounts of training data is available. However, this requirement can
be alleviated if the data is cleaned, standardized, and transformed such that to
minimize viewpoint variance. The total size of the data set described in this paper
is 1140 studies (700 training studies and 440 testing studies). On this data set
with only 700 training studies, we were able to estimate the volume with around
+/— 15ml error. Furthermore, we were able to estimate the ejection fraction
with +/— 5% error. The ejection fraction is one of the most important cardiac
measurements since it describes how good the heart is in pumping blood.

First, we localize the left ventricle (Sect.2). Then, the data is preprocessed,
cleaned and standardized (Sect. 3). Finally, the volume of the left ventricle is esti-
mated (Sect. 4). In Sect. 5, we present the results. We conclude our work in Sect. 6.

2 Left Ventricle Localization

For each patient, there are 8-16 short axis views (slices). These views show
cross-sections of the left ventricle at different levels. Each slice contains around
30 images spanning the cardiac cycle (one heartbeat). The end-diastolic volume
is the volume when the left ventricle is fully expanded while the end-systolic
volume is when the left ventricle is contracted. To estimate these two volumes,
for each slice, we need to identify the image with the largest blood pool area
(end-diastole) and the one with the smallest area (end-systole).

In order to do that, we first localize the left ventricle and crop the image
to get rid of the background pixels. We train a localization network on the
training images and on the corresponding masks. The masks indicate where the
left ventricle is in the image. Figure 1 shows the summary of the localization.

Input  Train Network Predicted  Crop
Mask Image

Fig. 1. Model Overview: A set of training images along with masks are used to train the
network. Once the network is trained, it can be used to predict a mask which identifies
the location of the region of interest. Finally, this predicted mask is thresholded (using
Otsu [13]) and used to crop the image.
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Fig. 2. Localization architecture: The input of the architecture is an image of size
128 x 128. In this figure, the output of the network is a layer with 128 x 128 = 16384
possible classes. The output layer is simply a flattened mask and reshaping this layer
gives us back the predicted mask. The pixels with the highest intensities represent the
location of the region of interest.

The architecture of the localization network (shown in Fig.2) is similar to
many classification networks. The image goes through many convolutional and
maxpooling layers. The output layer has h x w number of units where h and w
are the dimensions of the input image. Reshaping the output layer produces the
predicted mask. Once thresholded, the predicted mask can be used to predict
the location of the left ventricle. In the predicted mask, the pixels with high
intensity values correspond to where the network predicts the left ventricle to
be whereas pixels with values close to 0 correspond to background pixels.

Each convolutional layer is followed by ReLU activation [12]. The output layer
has a softmax activation to ensure that the sum of all pixels in the predicted
mask is 1 and that the value of one pixel is between 0 and 1. Maxpooling is used
to detect features at different scales. The network is regularized with a 50 %
dropout rate.

The pixels of the input mask are supposed to be probabilities (sum up to 1
and their range is between 0 and 1). Therefore, we standardize each pixel in the
input mask by Eq. 1:

_ pixels;
- «H W .
>im1 Zj:l pizel;

where y;; is the normalized pixel value such that y;; € [0, 1] and Zfil Zjvil Yij
sums up to 1, pizel;; is the pixel value at row i and column j.

(1)

Yij

3 Preprocessing

Once the left ventricle is localized (Fig. 3), the meta fields are used to standarize
and clean the data. First, we re-size all images using the pixel spacing and slice
location meta fields. The images in this data set have different pixel spacing.
This ensures that all images sizes are measured in the same units despite the
difference in pixel spacing. Equations 2 and 3 ensure that the volume of the blood
pool inside the left ventricle is directly proportional its area inside the image.
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Fig. 3. A random sample of MRI images showing the heart. In the lower row, the left
ventricle is localized and cropped.
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new old X Pw \/E

VAs )
710

where w4 is the old image width, wyeq, is the new image width, h,q is the old
image height, hyeq is the new image height, respectively. p,, and p;, are the pixel
spacing for the width and height. As is the slice height. Since most slice heights
in the data set are 10 mm, we normalize each equation by v/10.

Before passing the slices to the neural network to estimate the volume, the
slices needs to be standarized. Many slices are in arbitrary order in the study.
Therefore, we use the meta field slicelocation to sort all slices. This sorted almost
all slices from the top of the heart to the bottom. However, since the field slice-
location is based on an unkown reference point, for some studies the slices were
reversed (from the bottom of the heart to the top). Therefore, we trained a small
neural network (Fig. 4) to predict the slice location. We mainly use this network
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Fig. 4. Slice Localizer Network: this network outputs a probability that a certain image
in a slice is located at the bottom (or base) of the heart. In other words, if the image
is of a slice at the base of the heart, the network will output a high probability. If
the image is showing a slice near the top of the heart, the network will output a low
probability.
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Fig. 5. Ordering the Slices: this figure shows the end-diastolic image from each slice in
subjects 1 and 12. The slices of subject 1 are in the correct order (from the top of the
heart to the bottom). On the other hand, the slices of subject 12 are in reverse order.
The slice localizer is trained to output the probability that the image is showing the
top of the heart or the bottom. For instance, in subject 12, the slice localizer network
states that the image in the first slice has a 98.2 % of being in the bottom of the heart.
In addition, the last slice has a 15.1 % probability of being a slice in the bottom of the
heart. Therefore, we should reverse the slices to make them consistent. This process
ensures that for all subjects, the slices show the heart from top to bottom.

to predict the top and bottom slices of the heart, if these appear to be in the
wrong order, we reverse them.

Figure 5 shows the end-diastolic image from each slice in subjects 1 and 12.
The slices of subject 1 are in the correct order (from the top of the heart to
the bottom). On the other hand, the slices of subject 12 are in reverse order.
The slice localizer network is trained to output the probability that the image
represent a slice at the top of the heart or the bottom. For instance, in subject
12, the slice localizer network states that the image in the first slice has a 98.2 %
probability of being in the bottom of the heart. In addition, the last slice has
a 15.1 % probability of being a slice in the bottom of the heart. Therefore, we
should reverse the slices to make them consistent. This process ensures that for
all subjects, the slices show the heart slices from top to bottom. This is important
because the volume estimator network (Sect.4) accepts each slice as a separate
channel and expects the slices to be ordered and consistent.



Estimating Ejection Fraction and Left Ventricle Volume 683

4 Volume Estimation

In Sect.2, we localized the left ventricle in the image. After that (in Sect.3),
the images were re-sized using the pixel spacing meta field in the DICOM files
to ensure that the left ventricle cavity area is consistent across all images. Fur-
thermore, a slice localization network was used to predict the slice location. The
slices were ordered so that they are consistent before passing them to the volume
estimation network.

The end systole and end diastole for each slice are defined as the images with
the smallest and largest blood pool, respectively. Therefore, for each slice, we
threshold the images and the end systolic and end diastolic images are chosen to
be the ones with the smallest and largest white pixels in one slice, respectively.
The end systolic and end diastolic images from each slice form the channels of
the input we pass to the volume estimation architecture.

As shown in Fig. 6, the input to the network is a set of images with size
96 x 96 pixels. The input has 36 channels (18 channels are for the diastole
images and 18 channels for the systole images). In other words, we extract 1
systole image and 1 diastole image from each slice (a slice is a set of 30 images
representing one heartbeat). We assume that the maximum number of slices pos-
sible is 18. After that, the input is passed through multiple sets of convolutional
layers and maxpooling (8 convolutional layers & 1 maxpooling; 8 convolutional
layers & 1 maxpooling; 4 convolutional layers & 1 maxpooling; 4 convolutional
layers & 1 maxpooling; 2 convolutional layers & 1 maxpooling). The convolu-
tional kernel size is (5,5). The activation for all convolutional layer is leaky
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Fig. 6. Volume Estimation Architecture: the input to the network is a set of images
with size 96 x 96 pixels. The input has 36 channels (18 channels are for the diastole
images and 18 channels for the systole images). In other words, we extract 1 systole
image and 1 diastole image from each slice (a slice is a set of 30 images representing one
heartbeat). We assume that the maximum number of slices possible is 18. After that,
the input is passed through multiple sets of convolutional layers and maxpooling (8
convolutional layers & 1 maxpooling; 8 convolutional layers & 1 maxpooling; 4 convo-
lutional layers & 1 maxpooling; 4 convolutional layers & 1 maxpooling; 2 convolutional
layers & 1 maxpooling). The convolutional kernel size is (5,5). The network is regu-
larized with dropout. The output layer contains 2 output units: one unit returns the
predicted end diastole volume and the other returns the predicted end systole volume.
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rectification (with leakiness=0.1) [5,11]. The network is regularized with
dropout. The output layer contains 2 output units: one unit returns the predicted
end diastole volume and the other returns the predicted end systole volume. We
optimize the root mean square error between the true volumes and the predicted
volumes.

In addition to regularizing the network with dropout, we augment the data
by performing random transformations. These transformations include randomly
rotating the input between —20 and 20 degrees. We also perform random hor-
izontal and vertical flipping. Finally, we perform random Gaussian blurring
(up to o = 1.0).

5 Results

The model was trained on a laptop with the graphics card GTX980M
(4GB dedicated RAM). Figure 7 shows the training and validation loss while
training. The gap between the training loss and the validation loss remains
almost the same throughout training. After 100 epochs, the validation error
drops from 40 ml to around 15ml. Each epoch takes around 4 min to complete
(total training time is 6.7h). On the other hand, predicting the volumes is done
in real time.

The ejection fraction is probably the most important quantity since it mea-
sures the fraction of outbound blood pumped from the heart with each heartbeat.
In general, low ejection fraction is an indication of heart problems. This quantity
can be calculated as shown in Eq. 4

(Vb —Vs)

EF =100
X 7

(4)

where Vp and Vg are the end diastolic and end systolic volumes, respectively.
Table 1 shows a summary of the volume errors along with the ejection frac-
tion. The end diastolic volume error in milliliter (15.82ml) appears to be higher

Training and Validation Losses

40.7650 - Training Loss —+- Validation Loss

20.8247

202671 194188

150484 165895 156331 1,007 161685 153p6p

Loss (ml)
5]
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Fig. 7. Training and Validation Loss: the figure shows how the training and validation
loss (error) improves over the course of training. The loss (or the error) is measured in
milliliter (ml).
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Table 1. Errors Summary - the table displays a summary of the volume errors in
milliliter and as a percentage. In addition, the ejection fraction error is shown. Abbre-
viations: ESV is the End Systolic Volume error. EDV is the End Diastolic Volume
error. EF is the Ejection Fraction error.

EDV(ml) | ESV(ml) | EDV(%) ESV(%) EF(%)
15.82 11.16 | 17.67 2049 | 5.64

than the end systolic volume error (11.16 ml). However, when normalizing the
errors by the true volume, we can see that the end diastolic percentage error
(17.67 %) is better than the end systolic percentage error (20.49 %). Finally, the
ejection fraction error is on average 5.64 %.

6 Conclusion

We described a model based on deep learning that can estimate the volume of
the left ventricle. First, the left ventricle is localized. Then, the slice location is
predicted and the slices of the study are ordered and preprocessed. After that,
we identify the end systolic and end diastolic images for each slice. The end
systolic and end diastolic images for each slice are stacked together and passed
to a network that can estimate the end diastolic and end systolic volumes.
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