How Important is Scale in Galaxy Image Classification?

AbdulWahab Kabani and Mahmoud R. El-Sakka

Computer Science Department, The University of Western Ontario, London, Ontario, Canada

Keywords: Galaxy Classification, Image Classification, Deep Neural Networks, Convolutional Neural Networks, Machine Learning, Computer Vision, Image Processing, Data Analysis.

Abstract: In this paper, we study the importance of scale on Galaxy Image Classification. Galaxy Image classification involves performing Morphological Analysis to determine the shape of the galaxy. Traditionally, Morphological Analysis is carried out by trained experts. However, as the number of images of galaxies is increasing, there’s a desire to come up with a more scalable approach for classification. In this paper, we pre-process the images to have three different scales. Then, we train the same neural network for small number of epochs (number of passes over the data) on all of these three scales. After that, we report the performance of the neural network on each scale. There are two main contributions in this paper. First, we show that scale plays a major role in the performance of the neural network. Second, we show that normalizing the scale of the galaxy image produces better results. Such normalization can be extended to any image classification task with similar characteristics to the galaxy images and where there’s no background clutter.

1 INTRODUCTION

Galaxy classification is a challenging problem. By studying the shape, color and other properties, scientists can determine the age and acquire information about the galaxy formation. Such information is vital in order to understand our universe. Normally, a trained expert (sometimes even a scientist) is required to manually classify each image. Such a process does not scale well, especially given the recent availability of large scale surveys such as Sloan Digital Sky Survey. Recently, The Galaxy Zoo project was launched in order to classify a large number of images through on-line crowd sourcing. This classification process was very successful as the quality of the classification was very close to that of an expert. However, even the Galaxy Zoo project is expected to not scale well in the near future. This is because telescopes and other imagery devices are able to acquire images of more distant galaxies. Therefore, it is important to move away from manual image classification into computer based classification.

While the increase in number of galaxy images makes classical classification methods obsolete, it presents deep neural networks as a viable option to classify these images. This is because deep convolutional networks (CNNs) can achieve state-of-the-art results if there is enough data to train them on. Even with modest data sizes, they can achieve good results if a combination of data augmentation and regularization is used.

In this paper, we focus on studying the importance of scale on galaxy image classification. We scale the images to $64 \times 64$ and $256 \times 256$. In addition, we come up with a normalized scale version of each galaxy by automatically detecting the scale and cropping the image, accordingly. We test the three versions of the galaxy image ($64 \times 64$, $256 \times 256$, and normalized scale). After that, we resize the images to $64 \times 64$ and test them on the same neural network architecture. We find empirically that the normalized scale version of the galaxy outperforms the other two versions. We strongly believe that such findings can be extended to other image classification problems with similar characteristics to the galaxy image classification where there is no background clutter.

This paper is organized as follows: First, we present a background about deep neural networks in Section 2. Then, in Section 3, we describe the data set that we used to do our experiments. Information about image pre-processing is found in Section 4. Sections 5, 6, and 7 describe the network architecture, the training process, and implementation details, respectively. Section 8 presents a set of experiments,
results and some discussion. Finally, we conclude our work in Section 9.

2 BACKGROUND

Deep learning refers to models that are formed of several layers. Such a representation is inspired by the human vision system where the image is processed through many different stages in the brain. Each layer in a neural net consists of several neurons that compute a linear transformation on its weighted combination. Let $X_{n-1}$, $W_n$, and $b_n$ be the input to layer $n$, a matrix of weights, and a bias, respectively. In addition, let’s denote the non-linearity by function $f$. Then, the output of layer $n$ can be represented as shown in Equation (1):

$$X_n = f(W_nX_{n-1} + b_n).$$

(1)

There are many ways to compute non-linearity or Activation functions $f$. In the early days, popular choices included sigmoid functions. Recently, rectified linear units (ReLUs) $f(x) = \max(x, 0)$ (Nair and Hinton, 2010) emerged as an excellent type of non-linearity for many different problems. Another popular choice include Parametrized linear unit (PreLU) (He et al., 2015).

Few years ago, deep neural networks were not very successful at object classification. This is because training deep neural networks were very difficult to train due to a problem known as gradient vanishing. However, due to advances in computing power and the introduction of several techniques, deeper neural networks can be trained.

Proper choice of parameters initialization helps a lot when training a deep neural network. For example, pre-training can be used to initialize the values of the parameters. Another popular option for initialization include Glorot’s method (Glorot and Bengio, 2010).

Dropout (Srivastava et al., 2014) is an excellent regularization technique, which is essential when training deep neural networks because it makes sure that neurons do not co-adapt. It works by randomly setting some input values from the previous layer to 0. In other words, for each training example, a different subset of input values from layer $n - 1$ is passed to layer $n$. This greatly helps in avoiding over-fitting.

Convolutional neural networks (Convnets) (Fukushima, 1980) is a type of neural network where the first few layer are called convolutional layers. The connectivity between convolutional layers is constrained to produce the behavior of convolution in digital image processing. Given a stack of feature maps (or channels), a specific number of filters (kernels) are learned during training. Convnets were very successful in the problem of digit recognition, in which they achieved state of the art results on the MNIST data set (LeCun et al., 1998). However, they failed for some time in image object classification.

Thanks to advances in computing power and different techniques such as Dropout (Srivastava et al., 2014), Glorot’s initialization method (Glorot and Bengio, 2010), ReLU activations (Nair and Hinton, 2010) and data augmentation, convolutional neural networks can now handle object recognition problems.

For example, Convolutional neural networks won the ImageNet Large scale classification (Deng et al., 2009; Russakovsky et al., 2015) by a huge margin (Krizhevsky et al., 2012). Since then, most submissions to the challenge were based on convolutional neural networks (Szegedy et al., 2014; Simonyan and Zisserman, 2014).

Convolutional neural networks also achieved excellent results on the galaxy image classification challenge. Dieleman et al. (Dieleman et al., 2015) proposed a rotation invariant convnet that achieves excellent results by exploiting rotation invariance. Their solution is an ensemble of 17 convnets.

3 THE DATASET

The data that we acquired is a subset of the Galaxy Zoo 2 data set (Abazajian et al., 2009). Kaggle 3 hosts this subset and allows researchers to download the data. The size of the data set is 61,578 of labelled data. Figure 2 shows a small subset of the data.

We extracted 10% of the data set and created a testing test with the ground truth. As a result, the size of the training data set becomes 55,420 samples, while the size of the testing set is 6,158 samples.

Initially, the size of the training set is very low. After creating the testing set, the size of the data drops to 55,420. Therefore, we need to augment the data in order to have sufficient number of training examples. There are two types of augmentation: real-time and static. In real-time augmentation, the data is randomly augmented during training. On other hand, in static augmentation, the data is augmented before training. We performed real-time data augmentation, which means that the CPU generates random transformations on each batch of images before sending
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them to the GPU for training. This prevents overfitting by ensuring that the GPU receives new training data batch before calculating each gradient step. Of course, this is just an illusion as the number of training images is the same but the training is done on randomly transformed versions of the training images.

The transformations that we have implemented include a combination of random rotation (angle between 0 and 360), random horizontal flipping (50% probability), random vertical flipping (50% probability), random horizontal shift (up to 12 pixels), and random vertical shift (up to 12 pixels). These transformations are summarized in Table 1.

Table 1: Data Augmentation: Random transformations along with parameters. These transformations are applied randomly to each image before sending it to the GPU.

<table>
<thead>
<tr>
<th>Transformation</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rotation</td>
<td>Angle between 0 and 360</td>
</tr>
<tr>
<td>Horizontal Flip</td>
<td>randomness=50%</td>
</tr>
<tr>
<td>Vertical Flip</td>
<td>randomness=50%</td>
</tr>
<tr>
<td>Horizontal Shift</td>
<td>Up to 12 pixels</td>
</tr>
<tr>
<td>Vertical Shift</td>
<td>Up to 12 pixels</td>
</tr>
</tbody>
</table>

During the labelling process, the same image is classified multiple times in order to remove variance and achieve a classification that is close to that of an expert. Classifications made by users with good history of correct labelling are weighted more (Willett et al., 2013). Our model is expected to predict the 37 probabilities corresponding to the 37 answers in the tree.
Figure 2: A sample of galaxy images. Most images are noisy. Some images such as the one in row 2, column 2 is very noisy. Many images contain more than one galaxy such as the one in row 1, column 1. There is a variety of objects in the background of many images (for example: see the image in row 4, column 4).

4 PRE-PROCESSING

The original image size is 424 × 424. Three different scale images are extracted from the original image. We trained three neural networks on each type of scale we extracted. The first scale image is a view of the galaxy where the scale is normalized such that the whole galaxy is shown in the image. In order to find the right scale, the image is first thresholded as shown in Equation (2),

\[ I(i,j)_{\text{thresholded}} = \begin{cases} 
1, & \text{if } I(i,j) \geq \mu_I + \sigma_I \\
0, & \text{otherwise,} 
\end{cases} \]

where \( \mu_I \) and \( \sigma_I \) represent the mean and standard deviation of the image \( I \), respectively.

After that, we find the ellipse that has the same normalized second central moments as the galaxy (which is the largest region with pixel value equal to 1 in the center of the image). Finally, the image size is set to be equal to the major axis length of that ellipse. For instance, if the major axis length of the ellipse is 120, a patch of size 120 × 120 is extracted from the center of the image. For the data set we experimented with, the galaxy is always located in the center. If this is not the case, a blob detector such as Laplacian of Gaussian (LoG) (Bretzner and Lindeberg, 1998) or Difference of Gaussian (DoG) (Lowe, 2004) can be used first before finding the ellipse.

The second input image is a result of cropping the center of the original image to 64 × 64. The third input image was obtained by cropping the center of the original image to 256 × 256. Finally, the data is standardized to have the mean equal to zero and standard deviation equal to one.

5 MODEL ARCHITECTURE

The network accepts an image of size 64 × 64 representing the galaxy at a specific scale. As mentioned previously, we train three networks on three types of images. The first type of input is the normalized scale image where the galaxy fits perfectly within the boundary of the image. The second and third type of input images are the result of extracting the center patch of sizes 64 × 64 and 256 × 256, respectively. All three images are re-sized (by interpolation) to have a size of 64 × 64.

As shown in Figure 4, an input image is passed to the network. After that, it goes through a set of convolutional and pooling layers. Finally, the response goes through three dense layer (two maxout layers (Goodfellow et al., 2013) and one linear output layer).
We use a relatively small size of convolution kernel. The filters that are used at each layer have a \( 3 \times 3 \) receptive field with untied biases. In other research (Simonyan and Zisserman, 2014) and (Szegedy et al., 2014), it is shown that such a small receptive field can produce great results if the network is deep enough. We could not experiment with kernel sizes such as \( 11 \times 11 \), and \( 7 \times 7 \) introduced in other research (Krizhevsky et al., 2012), and (Zeiler and Fergus, 2014), respectively. This is because the size of the network will grow rapidly and we could not fit it in the GPU memory we have at our disposal. In addition, using such a small filter helps us regularize the network as the number of parameters for the network becomes very large when using filters with a larger size. We pad the input image by one pixel across each dimension to ensure that the spatial resolution does not decrease after convolution. The nonlinearity we used for all convolutional layers is rectified linear unit (ReLU) (He et al., 2015), (Krizhevsky et al., 2012). A \( 2 \times 2 \) Max-pooling is carried out three times in the architecture. This is important in order to ensure that the network fits in the GPU. In addition, this allows the network to learn features even if they are far apart.

As shown in Figure 4, the convolutional segment consists of (3 convolutional layers and 1 pooling; 2 convolutional layers and 1 pooling; 2 convolutional layers and 1 pooling; 2 convolutional layers). In total, the convolutional segment consists of 9 convolutional layers and 3 pooling layers.

All layers were initialized randomly using the Glorot initialization (Glorot and Bengio, 2010). We did not use L1 or L2 regularization rather we relied solely on dropout (Srivastava et al., 2014), maxout (Goodfellow et al., 2013), small kernels (Simonyan and Zisserman, 2014), and data augmentation to regularize the network.

We use a spatial type of dense layers called maxout (Goodfellow et al., 2013), which can learn a convex and piecewise linear activation function over the inputs. Normally, maxout layers are combined with dropout (Srivastava et al., 2014) to help with training deep neural networks. We noticed that without dropout and maxout, training will be difficult due to overfitting. The dropout rate we used is 50%.

### 6 TRAINING

As shown in Figure 1, there are 11 classification questions and 37 answers (the number of leaves in the decision tree). One neural network is trained to predict the probability of each of the 37 answers. This is likely to have a regularization effect on the network as the weights of the parameters in the network have to satisfy multiple regression problems. In other words, we can loosely think of the problem as attempting to find one solution to satisfy multiple constraints corresponding to the 37 leaves in the decision tree. Despite the regularizing effect of having one network trained to solve on multiple regression, the main reason behind having one network is time. Training 37 networks to solve this problem may take several months on a single machine to complete. Obviously, such an arrangement is not feasible.

During training we need to optimize an objective function. Since this is a regression problem, we optimize the Mean Square Error (MSE) as it is an excellent choice for solving regression problems. Equation (3) shows how MSE is computed,

\[
MSE = \frac{1}{nm} \sum_{i=1}^{n} \sum_{j=1}^{m} (\hat{Y}_{ij} - Y_{ij})^2, \tag{3}
\]

where \( Y, \hat{Y} \) are true and predicted labels, respectively, \( n \) correspond to the number of training samples, while \( m \) is the number of regression problems (which is 37).
We use a mini-batch gradient descent (LeCun et al., 1989) with 0.9 momentum. The batch size was set to 16 in order to benefit from the randomness introduced by having small batch size. At the beginning, we used a relatively large value for the learning rate (0.1). After that (at epoch 6), we decreased this value. We trained the neural network for a total of 20 epochs (number of passes of the training data). It is worth noting that much better results can be achieved by reducing the learning rate to around (0.05 with a small decay) and training the neural network for around 200 epochs. However, we have not done that as the main objective of our experiments is to compare the performance of the net on different scales rather than optimizing the performance of the network.

As discussed previously, each image sample goes through a random transformation as shown in Table 1. This transformation is essential. In fact, we found that without data augmentation, the network will start overfitting after around 5 epochs.

### 7 IMPLEMENTATION

Our implementation relies on Theano (Bastien et al., 2012), Bergstra et al., 2010, which is a Python toolbox for defining, optimizing, and evaluating multidimensional array based mathematical expressions. In addition, we used Keras 4, which is a highly modular neural network library for training on CPUs or GPUs.

For data pre-processing and image transformations, we use scikit-image (van der Walt et al., 2014), which is a Python library for image processing. The network is trained in batches. Each batch is transformed on the CPU and then copied to the GPU for training.

Training each of the neural networks took about 15 hours (for only 20 epochs). Therefore, the total number of training hours for all three networks is 45 hours. Table 2 shows the specifications of the laptop we used to carry out the experiments.

<table>
<thead>
<tr>
<th>Spec</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPU</td>
<td>Intel i7-4710HQ</td>
</tr>
<tr>
<td>GPU</td>
<td>GTX980M (4 GB)</td>
</tr>
<tr>
<td>RAM</td>
<td>24 GB</td>
</tr>
</tbody>
</table>

4http://www.keras.io/

### 8 EXPERIMENTS AND DISCUSSION

In this section, we report the loss functions on each of the three input types. In addition, we show the nondeterministic and deterministic scores for each input type.

Figures 5 and 6 show the training and validation losses for input types 64 × 64 and 256 × 256. For input type 64 × 64, the validation loss starts from 0.0165 and goes down to 0.0115. On the other hand, as shown in Figure 6, the validation loss for input type 256 × 256 starts at a higher loss 0.0170 but goes down to 0.0103. In other words, although the 256 × 256 loss function starts at a higher value, it outperforms the loss of the 64 × 64 input after few iterations. In fact, we found that the 256 × 256 loss is better after the third epoch. This is likely because the net with the 256 × 256 input is able to see more information than the one with input of scale 64 × 64. For example, there may be some features around the galaxy that are helpful for recognition.

Figure 5, shows the training and validation loss functions. Here, we can see that the validation loss starts at a lower (or better) value of 0.0151. This
Figure 7: Normalized Scale Loss: this Figure shows the loss function (MSE) during training when the input image has normalized scale.

The normalized scale value is much better than the initial loss of both the 64 × 64 and 256 × 256, which starts at 0.0165 and 0.0170, respectively. The normalized scale input also outperforms the other two input types at the end of training. At epoch 20, the validation loss for the normalized scale is 0.0095, which is far better than the other two input types (0.0115 for 64 × 64 and 0.0103 for 256 × 256).

It is worth noting that the training and validation losses are close to each other. This means that the net is not overfitting, which is good. It also means that better performance can be achieved by training for more epochs and by increasing the size of the net.

Figure 8 shows the non-deterministic score (lower is better) at the end of the training for all input types. By non-deterministic, we mean that dropout, data augmentation, and other overfitting prevention techniques are turned on. Again, we can clearly see that scale normalization achieves excellent results compared to the other two input scales.

Figure 9 shows the deterministic score where we turned off dropout, data augmentation, and other overfitting prevention techniques. This score is a better estimation of the production performance. This is because overfitting prevention are normally turned off during testing. We can clearly see that the gap between the normalized scale input increases. The normalized scale input achieves a score of around 0.0084 as opposed to 0.0100 and 0.0094 for the 64 × 64 and 256 × 256 scales.

Therefore, we conclude that normalizing the scale of the galaxy image produces better results. This finding can be easily incorporated into other classification problems with similar characteristics to the galaxy image classification, where there is no background clutter and the target object can be easily distinguished from the background.

9 CONCLUSION AND FUTURE WORK

We studied the importance of scale in image classification that involves training deep convolutional neural networks. We showed that scale plays a major role in the performance of the neural network. In addition, we showed that normalizing the scale of the galaxy image produces better results. We believe that such normalization can be extended to any image classification task with similar characteristics to the galaxy images and where there is no background clutter.

In the light of these findings, we plan on incorporating scale normalization in a slightly larger neural network we are working to solve the galaxy morpho-
logical analysis problem. Such model will also incorporate the relationships between the predicted labels values. These relationships are described in the decision tree in Figure 1. We believe that exploiting these relationships will likely produce good results.
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