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$\hookrightarrow$ At the top-level, 29 commands for most common tasks, e.g.
PolynomialRing, Triangularize, RealTriangularize, Display,
$\hookrightarrow 6$ sub-packages for more specialized tasks: AlgebraicGeometryTools, ChainTools, ConstructibleSetTools, FastArithmeticTools, ParametricSystemTools, SemiAlgebraicSetTools.
- Enforced but friendly use of types:
$\hookrightarrow$ Every RegularChains object has a type, e.g. polynomial_ring, regular_chain, constructible_set, semi_algebraic_set,
$\hookrightarrow$ which ensures that the object of that type has properties,
$\hookrightarrow$ while the end-user does not need to explicitly manipulate this type.
- Criteria for selecting the algorithms supporting the solvers:
$\hookrightarrow$ provide a comprehensive and coherent set of tools for manipulating polynomial systems,
$\hookrightarrow$ implement solvers with both general algorithms (which may not be the most efficient ones) and faster algorithms (which may only work under some assumptions).


## The BPAS library



Basic Polynomial Algebra Subprograms
http://www.bpaslib.org/
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■ Theorem (E. Lasker, 1905) For each variety $V \subset \mathbf{K}^{n}$ there exist finitely many irreducible varieties $V_{1}, \ldots, V_{e} \subset \mathbf{K}^{n}$ such that
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$$
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■ Theorem (W.T. Wu, 1987) Let $V \subset \mathbf{K}^{n}$ be a variety and let $F \subset \mathbf{k}\left[x_{1}, \ldots, x_{n}\right]$ s.t. $V=V(F)$. Then, one can compute a (reduced) triangular set $T \subset\langle F\rangle$ s.t.

$$
(\forall g \in F) \quad \operatorname{prem}(g, T)=0
$$

This leads to a factorization-free algorithm for decomposing varieties (but not into irreducible components).
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- The notion of a regular chain (Lu Yang, Jingzhong Zhang 1991), (Michael Kalkbrener 1991), (Daniel Lazard 1991) solves this difficulty
■ Moreover, for any input $F \subseteq \mathbf{k}\left[x_{1}, \ldots, x_{n}\right]$ one can compute regular chains $T_{1}, \ldots, T_{e}$ such that a point $z \in \mathbf{K}^{n}$ is a zero of $F$ if and only if $z$ is a zero of one of the $T_{1}, \ldots, T_{e}$ (in some technical sense).
(Dong Ming Wang 2000), (Marc Moreno Maza 2000).


## A recursive view on polynomials

Let $\mathbf{k}$ be a field, $X=x_{1}<\cdots<x_{n}$ be variables and $f, g \in \mathbf{k}[X]$ with $g \notin \mathbf{k}$.
mvar $(g)$ : the greatest variable in $g$ is the leader or main variable of $g$, init $(g)$ : the leading coefficient of $g$ w.r.t. $\operatorname{mvar}(g)$ is the initial of $g$, $\operatorname{mdeg}(g)$ : the degree of $g$ w.r.t. $\operatorname{mvar}(g)$,
$\operatorname{rank}(g)=v^{d}$ where $v=\operatorname{mvar}(g)$ and $d=\operatorname{mdeg}(g)$,
pdivide $(f, g)=(q, r)$ with $q, r \in \mathbf{k}[X], \operatorname{deg}\left(r, v_{g}\right)<d_{g}$ and $h_{g}^{e} f=q g+r$ where $h_{g}=\operatorname{init}(g), e=\max \left(\operatorname{deg}(f, v)-d_{g}+1,0\right)$, $v_{g}=\operatorname{mvar}(g)$ and $d_{g}=\operatorname{mdeg}(g)$,

## Example

Assume $n \geq 3$. If $p=x_{1} x_{3}^{2}-2 x_{2} x_{3}+1$, then we have $\operatorname{mvar}(p)=x_{3}$, $\operatorname{mdeg}(p)=2, \operatorname{init}(p)=x_{1}$ and $\operatorname{rank}(p)=x_{3}^{2}$.

Go to RegularChains.pdf Section 2.1.

## Regular chain

## Definition

The set $T \subset \mathbf{k}\left[x_{n}>\cdots>x_{1}\right]$ is triangular set if it consists of non-constant polynomials with pair-wise different main variables.
Define $h_{T}:=\prod_{t \in T} \operatorname{init}(t)$, where $\operatorname{init}(t)=\operatorname{lc}(t, \operatorname{mvar}(t))$.
The quasi-component and saturated ideal of $T$ are:

$$
W(T):=V(T) \backslash V\left(h_{T}\right) \text { and } \operatorname{sat}(T)=\langle T\rangle: h_{T}^{\infty} .
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## Definition (M. Kalkbrner, 1991 - L. Yang, J. Zhang 1991)

$T$ is a regular chain if $T=\varnothing$ or $T:=T^{\prime} \cup\{t\}$ with $\operatorname{mvar}(t)$ maximum s.t.

- $T^{\prime}$ is a regular chain,
- $\operatorname{init}(t)$ is regular modulo $\operatorname{sat}\left(T^{\prime}\right)$.
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Theorem (L. Yang, J. Zhang 1991)
$p$ is regular modulo sat $(T)$ iff resultant $(T, p) \neq 0$.

## Triangular decomposition of an algebraic variety

Kalkbrener triangular decomposition
Let $F \subset \mathbf{k}[\mathbf{x}]$. A family of regular chains $T_{1}, \ldots, T_{e}$ of $\mathbf{k}[\mathbf{x}]$ is called a Kalkbrener triangular decomposition of $V(F)$ if

$$
V(F)=\cup_{i=1}^{e} V\left(\operatorname{sat}\left(T_{i}\right)\right) .
$$
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Let $F \subset \mathbf{k}[\mathbf{x}]$. A family of regular chains $T_{1}, \ldots, T_{e}$ of $\mathbf{k}[\mathbf{x}]$ is called a Kalkbrener triangular decomposition of $V(F)$ if

$$
V(F)=\cup_{i=1}^{e} V\left(\operatorname{sat}\left(T_{i}\right)\right) .
$$

Wu-Lazard triangular decomposition
Let $F \subset \mathbf{k}[\mathbf{x}]$. A family of regular chains $T_{1}, \ldots, T_{e}$ of $\mathbf{k}[\mathbf{x}]$ is called a Wu-Lazard triangular decomposition of $V(F)$ if

$$
V(F)=\cup_{i=1}^{e} W\left(T_{i}\right) .
$$

## Triangularize applied to sofa and cylinder (1/2)

$$
x^{2}+y^{3}+z^{5}=x^{4}+z^{2}-1=0
$$



## Triangularize applied to sofa and cylinder (2/2)

Eile Edit View Insert Format Table Drawing plot Spreadsheet Iools Window Help
, $\mid>\mathrm{R}:=$ PolynomialRing $([z, y, x]): F:=[x \wedge 2+y \wedge 3+z \wedge 5, x \wedge 4+z \wedge 2-1]: d e c:=$ Triangularize(F, R): map(Display, dec, R);

$$
\left\{\begin{array}{c}
\left(-2 x^{4}+x^{8}+1\right) z+x^{2}+y^{3}=0 \\
y^{6}+2 x^{2} y^{3}+10 x^{12}-10 x^{8}+x^{20}-5 x^{16}+6 x^{4}-1=0 \\
-2 x^{4}+x^{8}+1 \neq 0
\end{array}\right.
$$

dec := Triangularize(F, R, output=1azard): map(Display, dec, R);

$$
\begin{gathered}
\left(-2 x^{4}+x^{8}+1\right) z+x^{2}+y^{3}=0 \\
y^{6}+2 x^{2} y^{3}+10 x^{12}-10 x^{8}+x^{20}-5 x^{16}+6 x^{4}-1=0 \\
-2 x^{4}+x^{8}+1 \neq 0
\end{gathered}
$$

$$
\left\{\begin{array}{c}
z=0 \\
y-1=0 \\
x^{2}+1=0
\end{array} \quad,\left\{\begin{array}{c}
z=0 \\
y^{2}-y+1=0 \\
x+1=0
\end{array} \quad,\left\{\begin{array}{c}
z=0 \\
y^{2}-y+1=0 \\
x-1=0
\end{array} \quad,\left\{\begin{array}{c}
z=0 \\
y+1=0 \\
x+1=0
\end{array}\right.\right.\right.\right.
$$

$$
\left\{\begin{array}{c}
z=0 \\
y+1=0 \\
x-1=0
\end{array}\right.
$$
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In a nutshell, solving bivariate polynomial systems can be done via
1 resultant computations,
2 factorization of univariate polynomials, and
3 univariate polynomial GCDs.
Example (von zur Gathen \& Gerhard, Chapter 6)
Let $P=\left(y^{2}+6\right)(x-1)-y\left(x^{2}+1\right)$ and $Q=\left(x^{2}+6\right)(y-1)-x\left(y^{2}+1\right)$
$\square \operatorname{res}(\mathrm{P}, \mathrm{Q}, \mathrm{y})=2\left(\mathrm{x}^{2}-\mathrm{x}+4\right)(\mathrm{x}-2)^{2}(\mathrm{x}-3)^{2}$.

- $\operatorname{gcd}(\mathrm{P}, \mathrm{Q}, \mathrm{x}-2=0)=(\mathrm{y}-2)(\mathrm{y}-3)$.
- $\operatorname{gcd}(P, Q, x-3=0)=(y-2)(y-3)$.
- $\operatorname{gcd}\left(\mathrm{P}, \mathrm{Q}, \mathrm{x}^{2}-\mathrm{x}+4=0\right)=(2 \mathrm{x}-1) \mathrm{y}-7-\mathrm{x}$.
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$$
\begin{aligned}
& f=x^{7}-36 x-22 y+1 \\
& g=x^{6}+47 x^{3}-60 x y^{2}-6 x y-83 y^{2}-10 y+50
\end{aligned}
$$

The complete list of subresultants of $(f, g)$ w.r.t. $x$ is:

$$
\begin{aligned}
S_{6} & =g \\
S_{5} & =56 x^{4}+60 x^{2} y^{2}+6 x^{2} y+83 x y^{2}+10 x y+17 x+81 y+1 \\
S_{4} & =46 x^{4}+64 x^{2} y^{2}+27 x^{2} y+13 x y^{2}+45 x y+25 x+4 y+56 \\
S_{3} & =74 x^{2} y^{4}+7 x^{3} y^{2}+56 x^{2} y^{3}+44 x y^{4}+\cdots+98 y^{2}+86 y+53 \\
S_{2} & =25 x^{2} y^{8}+10 x^{2} y^{7}+26 x y^{8}+62 x^{2} y^{6}+\cdots+96 x+72 y+43, \\
S_{1} & =81 x y^{12}+28 x y^{11}+76 y^{12}+24 x y^{10}+5 x y^{9}+\cdots+4 x+73 y+77, \\
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In fact, factorizing the resultant is not necessary. Using regularity test and the specialization property of subresultants is sufficient.
Consider the following polynomials $f, g \in \mathbb{Q}[y<x]$ :

$$
\begin{aligned}
& f=x^{7}-36 x-22 y+1 \\
& g=x^{6}+47 x^{3}-60 x y^{2}-6 x y-83 y^{2}-10 y+50 .
\end{aligned}
$$

The complete list of subresultants of $(f, g)$ w.r.t. $x$ is:

$$
\begin{aligned}
& S_{6}=g \\
& S_{5}=56 x^{4}+60 x^{2} y^{2}+6 x^{2} y+83 x y^{2}+10 x y+17 x+81 y+1 \\
& S_{4}=46 x^{4}+64 x^{2} y^{2}+27 x^{2} y+13 x y^{2}+45 x y+25 x+4 y+56 \\
& S_{3}=74 x^{2} y^{4}+7 x^{3} y^{2}+56 x^{2} y^{3}+44 x y^{4}+\cdots+98 y^{2}+86 y+53, \\
& S_{2}=25 x^{2} y^{8}+10 x^{2} y^{7}+26 x y^{8}+62 x^{2} y^{6}+\cdots+96 x+72 y+43, \\
& S_{1}=81 x y^{12}+28 x y^{11}+76 y^{12}+24 x y^{10}+5 x y^{9}+\cdots+4 x+73 y+77, \\
& S_{0}=97 y^{15}+82 y^{14}+82 y^{13}+\cdots+23 y^{5}+89 y^{4}+31 y^{3}+y^{2}+54 y+69 .
\end{aligned}
$$

The solutions of $f=g=0$ can be calculated using $S_{0}, S_{1}$ only.
Go to RegularChains.pdf Sections 2.2 and 2.3.

## Relations with resultants and subresultants (3/3)

Extending the previous ideas to solving $m$ polynomial equations
in $n$ variables can be done using

- a cascade of Sylvester resultants (this talk), or
- a combination of Dixon/Macaulay resultants and Sylvester resultants (work in progress).


## Relations with Gröbner bases

Normalized regular chains

- The regular chain $T \subset \mathbf{k}\left[x_{n}>\cdots>x_{1}\right]$ is said normalized if for every $t, t^{\prime} \in T$ we have $\operatorname{deg}\left(\operatorname{init}(t), \operatorname{mvar}\left(t^{\prime}\right)\right)=0$.
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Normalized regular chains

- The regular chain $T \subset \mathbf{k}\left[x_{n}>\cdots>x_{1}\right]$ is said normalized if for every $t, t^{\prime} \in T$ we have $\operatorname{deg}\left(\operatorname{init}(t), \operatorname{mvar}\left(t^{\prime}\right)\right)=0$.
■ Let $Y:=\{\operatorname{mvar}(t) \mid t \in T\}$ and $U:=X \backslash Y$. If $T$ is normalized, then $T$ is a Gröbner basis of dimension 0 of the ideal it generates in $\mathbf{k}(U)[Y]$.

From lexicographical Gröbner bases to regular chains

- Let $G$ be a lexicographical Gröbner basis of a zero-dimensional ideal $\mathcal{I} \subset \mathbf{k}\left[x_{n}>\cdots>x_{1}\right]$. Then, Lextriangular $(G)$ computes regular chains (optionally normalized) $T_{1}, \ldots, T_{e} \subset \mathbf{k}\left[x_{n}>\cdots>x_{1}\right]$ so that $V(G)=\cup_{i=1}^{e} V\left(T_{i}\right)$. (Daniel Lazard, 1992).
- This is done at a cost which is at most that inverting at most $\# G$ polynomials modulo one of the ideals $\left\langle T_{1}\right\rangle, \ldots,\left\langle T_{e}\right\rangle$.
- This is practically very effective.
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## Triangular decompositions: the incremental approach

■ Let $f \in \mathbf{k}\left[x_{1}, \ldots, x_{n}\right]$ and $T \subseteq \mathbf{k}\left[x_{1}, \ldots, x_{n}\right]$ be a regular chain.
■ The intersection $V(f) \cap W(T)$ is approximated by the function call Intersect $(f, T)$, which returns regular chains $T_{1}, \ldots, T_{e} \subseteq \mathbf{k}[X]$ s.t.:

$$
V(f) \cap W(T) \subseteq W\left(T_{1}\right) \cup \cdots \cup W\left(T_{e}\right) \subseteq V(f) \cap \overline{W(T)},
$$

where $\overline{W(T)}$ denotes the Zariski closure of $W(T)$.
■ Given $f_{1}, \ldots, f_{m} \in \mathbf{k}\left[x_{1}, \ldots, x_{n}\right]$, one can solve $f_{1}=\cdots=f_{m}=0$ using repeated calls to Intersect.
■ Indeed, if $V\left(f_{1}, \ldots, f_{m-1}\right)=\cup_{i=1}^{e} W\left(T_{i}\right)$, then we have

$$
V\left(f_{1}, \ldots, f_{m}\right)=\cup_{i=1}^{e} \operatorname{lntersect}\left(f_{m}, T_{i}\right)
$$

(Daniel Lazard 1991), (M. 2000), (Changbo Chen \& M. 2011-2012).

## Outline

1. Triangular decompositions in polynomial system solving
2. Modular methods in polynomial system solving
3. A Modular methods for incremental triangular decompositions
4. Conclusions
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## Advantages and issues

- Modular methods (1) may control expression swell, (2) allow sharper implementation (fine control memory), (3) open the door to FFT-based arithmetic, and (4) provide opportunities for concurrency.
- Modular methods are (1) generally harder to implement than direct methods, and (2) usually require change of representations which may come with significant costs in terms of memory consumption.


## Expression swell may sometimes be handled in other ways

- Consider the system $F$ (Barry Trager)

$$
-x^{5}+y^{5}-3 y-1=5 y^{4}-3=-20 x+y-z=0
$$

We solve it for $z<y<x$.

- $V(F)$ is equiprojectable and its Lazard triangular set is


















Applying the transformation of Dahan and Schost leads to 1787 characters.

$\left(-6553600000000 n c o c o 0010 \Sigma^{4}\right)+\left(-(2717905382277335654399676 / 125) z^{1}\right)+$



 $\left(-665860000000000000000=^{4}\right)+\left(-(271750538227733655439676 / 125)=^{-1}\right)+$





- One can do better! Here's the regular chain produced by the

Triangularize algorithm of the RegularChains library, counting 963
haracters.
$20 z-1 y+z$
$\left(4375 x^{12}+52800011625 z^{4}+32000000000 z^{7}+110591902080002925 z^{4}+61439950800000000 z^{3}+12800000 n 00000000 z^{2}+5662317271041138800027\right), y$




## Trace algorithms

■ Consider an algorithm Solver $(F)$ taking $F \subseteq \mathbb{Z}\left[x_{n}>\cdots>x_{1}\right]$ computing a finite sequence $\mathcal{G}$ of finite sets $G_{1}, G_{2}, \ldots, \subseteq\langle F\rangle$ until $G_{i}=G_{\text {output }}$ satisifies a property, e.g. Gröbner basis of $\langle F\rangle$ or Wu-characteristic set of $F$.
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■ For polynomial GCD computations (with $n=1$ ) one can simply use the degree as rank function.

- For Gröbner bases, one can use the Hilbert function (Carlo Traverso, ISSAC 1988), (Jean-Charles Faugère, PASCO 1994), (Elizabeth Arnold, JSC 2003)
- For characteristic sets, one can use the notion of rank as defined by Ritt and Wu (M. ACA 2003).
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$$
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- The intersection $V(f) \cap W(T)$ is approximated by the function call $\operatorname{Intersect}(f, T)$, which returns regular chains $T_{1}, \ldots, T_{e} \subseteq \mathbf{k}[X]$ s.t.:

$$
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- Our goals

1 compute modulo a well-chosen prime as in (Dahan et al., ISSAC 2005)
2 reduce to the case where $T$ is zero-dimensional and normalized, by variable specialization
3 recover the specialized variables, then the rational coefficients.

- We want to avoid the recourse to Gröbner bases so as to support:

1 algorithms in differential algebra, and
2 positive-dimensional systems for which methods based on regular chains may have smaller output.
■ This is similar in spirit to (Grégoire Lecerf, J. Complex 2001)
■ However, we avoid random changes of coordinates and support decompositions in the sense of Lazard.
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## Theorem

With our four Hypotheses, we have:

$$
V\left(f, t_{2}, \ldots, t_{n}\right)=V\left(\bar{s}, g_{2}, \ldots, g_{n}\right)
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- This modular method can be enhanced so that the 4 Hypotheses are no longer necessary (as we will see later).

$$
\begin{array}{ll}
R:=\text { PolynomialRing }([x 3, x 2, x 1]): & \\
f:=(x 2+x 1) \cdot x 3^{2}+x 3+1 ; & f:=(x 2+x 1) x 3^{2}+x 3+1 \\
t 3:=x 1 \cdot x 3^{2}+x 2 \cdot x 3+1 ; & t 3:=x 1 \times 3^{2}+x 2 \times 3+1 \\
t 2:=(x 1+1) \cdot x 2^{2}+x 2+2 ; & t 2:=(x 1+1) x 2^{2}+x 2+2
\end{array}
$$

$R:=\operatorname{PolynomialRing}([x 3, x 2, x 1]):$
$f:=(x 2+x 1) \cdot x 3^{2}+x 3+1 ;$

$$
\begin{equation*}
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\begin{equation*}
t 3:=x 1 \times 3^{2}+x 2 \times 3+1 \tag{2}
\end{equation*}
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$t 2:=(x 1+1) \cdot x 2^{2}+x 2+2 ;$

$$
\begin{equation*}
t 2:=(x 1+1) x 2^{2}+x 2+2 \tag{3}
\end{equation*}
$$

src1 := SubresultantChain $(f, t 3, x 3, R)$ : $g 3:=$ SubresultantOfIndex $(1, \operatorname{src} 1, R) ; r:=$ SubresultantOfIndex $(0, \operatorname{src} 1, R)$;

$$
\begin{gather*}
g 3:=x 1 \times 2 \times 3+x 2^{2} \times 3-x 1 \times 3+x 2 \\
r:=x 1 \times 2^{2}+x 2^{3}-2 \times 1 \times 2+x 1 \tag{4}
\end{gather*}
$$
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\end{equation*}
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$t 3:=x 1 \cdot x 3^{2}+x 2 \cdot x 3+1 ;$
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\begin{equation*}
t 3:=x 1 \times 3^{2}+x 2 \times 3+1 \tag{2}
\end{equation*}
$$

$t 2:=(x 1+1) \cdot x 2^{2}+x 2+2 ;$

$$
\begin{equation*}
t 2:=(x 1+1) x 2^{2}+x 2+2 \tag{3}
\end{equation*}
$$

src1 := SubresultantChain $(f, t 3, x 3, R)$ : $g 3:=$ SubresultantOfIndex $(1, \operatorname{src} 1, R) ; r:=$ SubresultantOfIndex $(0, \operatorname{src} 1, R)$;

$$
\begin{gather*}
g 3:=x 1 \times 2 \times 3+x 2^{2} \times 3-x 1 \times 3+x 2 \\
r:=x 1 \times 2^{2}+x 2^{3}-2 \times 1 \times 2+x 1 \tag{4}
\end{gather*}
$$

src2 := SubresultantChain( $r, t 2, x 2, R$ ) :
$g 2:=$ SubresultantOfIndex $(1, \operatorname{src} 2, R) ; s:=$ SubresultantOfIndex $(0, \operatorname{src} 2, R)$;

$$
\begin{align*}
g 2:= & -2 \times 1^{3} \times 2+x 1^{3}-5 \times 1^{2} \times 2-5 \times 1 \times 2-x 1-x 2+2 \\
& s:=x 1^{5}+9 \times 1^{4}+24 \times 1^{3}+38 \times 1^{2}+13 \times 1+8 \tag{5}
\end{align*}
$$

```
sol := Chain([s],Empty(R),R):IsRegular(Initial(g2,R), sol,R);
                                    true
sol2 := Chain([g2], sol, R) : IsRegular(Initial(g3, R), sol2,R);
    true(7)
IsRegular(Initial(t3,R), sol2, R);
true
sol \(:=\operatorname{Chain}([s], \operatorname{Empty}(R), R): \operatorname{IsRegular}(\operatorname{Initial}(g 2, R)\), sol, \(R)\); true
sol2 \(:=\) Chain([g2], sol, \(R):\) IsRegular(Initial \((g 3, R), \operatorname{sol} 2, R) ;\) true
IsRegular(Initial( \(t 3, R\) ), sol2, \(R\) );
true
sol3 \(:=\) Chain([g3], sol2, \(R): \operatorname{Display}(\operatorname{sol} 3, R)\);
\[
\begin{gather*}
\left(x 2^{2}+x 2 \times 1-x 1\right) \times 3+x 2=0 \\
\left(-2 \times 1^{3}-5 \times 1^{2}-5 \times 1-1\right) x 2+x 1^{3}-x 1+2=0 \\
x 1^{5}+9 \times 1^{4}+24 \times 1^{3}+38 \times 1^{2}+13 \times 1+8=0  \tag{9}\\
x 2^{2}+x 2 \times 1-x 1 \neq 0 \\
-2 \times 1^{3}-5 \times 1^{2}-5 \times 1-1 \neq 0
\end{gather*}
\]
sol \(:=\operatorname{Chain}([s], \operatorname{Empty}(R), R): \operatorname{IsRegular}(\operatorname{Initial}(g 2, R)\), sol, \(R)\); true
sol2 := Chain([g2], sol, R) : IsRegular(Initial(g3, R), sol2, R);
true
IsRegular(Initial(t3, R), sol2, R);
true
sol3 \(:=\) Chain([g3], sol2, \(R\) ) : Display (sol3, \(R\) );
\[
\begin{gather*}
\left(x 2^{2}+x 2 \times 1-x 1\right) \times 3+x 2=0 \\
\left(-2 \times 1^{3}-5 \times 1^{2}-5 \times 1-1\right) x 2+x 1^{3}-x 1+2=0 \\
x 1^{5}+9 \times 1^{4}+24 \times 1^{3}+38 \times 1^{2}+13 \times 1+8=0  \tag{9}\\
x 2^{2}+x 2 \times 1-x 1 \neq 0 \\
-2 \times 1^{3}-5 \times 1^{2}-5 \times 1-1 \neq 0
\end{gather*}
\]
dec3 \(:=\) Triangularize ([f, t3, t2], \(R\) ) : Display (dec3[1], \(R\) );
\[
\begin{gather*}
\left(x 2^{2}+x 2 \times 1-x 1\right) \times 3+x 2=0 \\
\left(2 \times 1^{3}+5 \times 1^{2}+5 \times 1+1\right) x 2-x 1^{3}+x 1-2=0 \\
x 1^{5}+9 \times 1^{4}+24 \times 1^{3}+38 \times 1^{2}+13 \times 1+8=0  \tag{10}\\
x 2^{2}+x 2 \times 1-x 1 \neq 0 \\
2 \times 1^{3}+5 \times 1^{2}+5 \times 1+1 \neq 0
\end{gather*}
\]
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Technical details:
■ specializations \(X_{1}=a, X_{1}=b, \ldots\) must produce faithful images of resultants \(r_{i}\), that is, resultants of maximum degree. good \(\neq\) faithful.
- the implementation uses a priori bounds for

1 the number of non-faithful specializations, and
2 the degree of \(\bar{s}\); see the details in our CASC 2023 paper.
■ we stop combining those images of the \(r_{i}\) 's when the recombination of the images stabilizes (Monagan's probabilistic idea, ISSAC 2005).
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- Handling this modification comes at no cost.
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\section*{The full modular algorithm: relaxing the hypotheses (3/3)}

H1 for \(1 \leq i \leq n-1\), we have \(r_{i} \notin \mathbf{k}\) and \(\operatorname{mvar}\left(r_{i}\right)=X_{i}\),
H2 For \(2 \leq i \leq n\), we have \(g_{i} \notin \mathbf{k}\) and \(\operatorname{mvar}\left(g_{i}\right)=X_{i}\),
H3 The polynomial set \(C:=\left\{\bar{s}, g_{2}, \ldots g_{n}\right\}\) is a regular chain,
H4 For every \(2 \leq i \leq n, \operatorname{lc}\left(t_{i}, X_{i}\right)\) is invertible modulo \(\left\langle\bar{s}, g_{2}, \ldots, g_{i-1}\right\rangle\).
■ When either \(\mathrm{H} 2, \mathrm{H} 3\), or H4 fails
1 the "candidate" regular chain \(C\) must split, and
2 some subresultants of index higher than 1 must be used.
■ Costs for handling this:
1 computing resultants and GCDs modulo regular chains by evaluation and interpolation, which is what this whole algorithm is about,
\(\boxed{2}\) interpolating those subresultants of higher index

\section*{Outline}
1. Triangular decompositions in polynomial system solving
2. Modular methods in polynomial system solving
3. A Modular methods for incremental triangular decompositions
4. Conclusions

\section*{Conclusions}
- We have discussed \(\operatorname{Intersect}(f, T)\) which computes \(V(f) \cap W(T)\) and which is at the core of the incremental method for triangular decompositions
- We have presented a modular method for \(\operatorname{Intersect}(f, T)\) focusing on the case where \(T\) is dimension one.
- This method allows us to get rid off of the large extraneous factors occurring in iterated resultant computations
- For technical details (in particular degree bounds) see our CASC 2023.
- The experimentation reported there is based on an implementation which does not support yet the relaxation of our hypotheses (thus providing no benefits when those hypotheses do not hold).
- This modular method is designed to take advantage of FFT-based algorithms (speculative methods for computing subresultant chains, see our CASC 2022 paper).
- Parallel execution: multiple specialization can be done concurrently.

\section*{Thank You!}

http://www.bpaslib.org/
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