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Abstract. The aim of this paper is to define and study "rational" Puiseux expansions of a plane
curve, and to describe a variant of Newton’s algorithm to compute them. The rational Puiseux
expansions of a curve give the same information as the classical ones, and in addition they
give results of arithmetical nature about the curve. One major result is the easy determination
of the residual field of the places of a curve over a non-algebraically closed field. This leads
for example to a simple description of the real branches of curves defined over the real
numbers.

My goal when 1 began studying Puiseux expansions simply was to implement Newton’s
algorithm on a computer algebra system. It happens that the rational Puiseux expansions are
much easier to compute than the classical ones, mainly because less algebraic numbers are
needed.

Introduction

Let F(X, Y) denote a polynomial with coefficients in a field K of characteris-
tic 0. Let us assume that F is monic in Y and absolutely irreducible, i.e.,
irreducible in R[X, Y] for any algebraic closure Ék of K. It is a classical fact
due to Newton [Ne], that the roots of F (considered as a Y-polynomial) are
Puiseux series in X, i.e., formal series in Xile (for some positive integer e) with
coefficients in R.
For example, if K is the field Q of rational numbers, the roots of the

Y-polynomial

are 6 Puiseux series, beginning as follows:
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In this case, the rational Puiseux expansions of F give a description of these
roots by pairs of formal series with rational coefficients:

In Section 1, the notion of a system of rational Puiseux expansions of F
over fM is defined, and it is proved that it easily gives the classical Puiseux
expansions of F. These rational Puiseux expansions of F correspond bijec-
tively to the branches of the plane curve of equation F(x, y) = 0 which pass
through a point (0, fi) of the curve, i.e. to the places of the field K(X)[Y]/
(F(X, Y)) which lie above the place Po of R(X) corresponding to 0 E R. But
the existence of systems of rational Puiseux expansions of F over K is not
proved in this section.

In the two following sections, we show that rational Puiseux expansions
give more information than the classical ones:
Complete factorization of F as a Y-polynomial is obtained over any

algebraic closure !K((X)) of IK((X)), and over IK((X)), from classical Puiseux
expansions of F. It is proved in Section 2 that from rational Puiseux
expansions of F is got complete factorization of F over K((X)), K((X)), and
K«X». 

In section 3 are considered the places of K(X)[Y]/(F(X, Y)). We have yet
noticed that they correspond bijectively to the rational Puiseux expansions
of F. In addition,
e two such places are conjugated over K if and only if the corresponding

rational Puiseux expansions are conjugated over K, and thus the places of
the field K(X)[Y]I(F(X, Y)) correspond bijectively to the conjugacy classes
over K of the rational Puiseux expansions of F;
0 the ramification index of a place of either K(X)[Y]I(F(X, Y)) or

K(X)[Y]/(F(X, Y)) is obtained as easily as in the classical case;
e and the residual field of a place of !K(X)[Y]j(F(X, Y)) is, up to K-

isomorphism, the extension field of K that is generated by the coefficients of
any of the corresponding rational Puiseux expansions.

In the example above, the curve

has 4 branches at (0, 0) over Q, or over C. Two of them are unramified, the
two others have ramification index 2, and each branch corresponds to
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exactly one place over Q, with residual field Q, since all coefficients are
rational.

In Section 4 is described a variant of Newton’s algorithm for computing
Puiseux expansions, and it is proved that this "rational" Newton’s

algorithm computes a system of rational Puiseux expansions of F over K,
thereby proving its existence. In addition, this rational algorithm is cheaper
than the classical one because the coefficients of the series are in a smaller
extension field of K.
The implementation of the rational Newton algorithm has been per-

formed on the computer algebra system Reduce, using the D5 method (cf.
[D-D]) to handle algebraic numbers. This method does not use any fac-
torization algorithm, and actually no such algorithm is needed as long as
one asks only for results over K. For results over K, factorization algorithms
may be needed (for example when K = Q), but Sturm sequences are
sufficient when K = R. These points are detailed on examples in section 4,
too.

In Section 5, we prove that the number of elementary operations over
K that are needed for the computation of a system of rational Puiseux
expansions of F is "polynomial", when the D5 method is used.

Basic references are: Walker [Wa] for parameterizations and classical
Puiseux expansions, Fulton [Fu] for a more geometric point of view, and
Chevalley [Ch] for arithmetical points.

Contents

1. Classical and rational Puiseux expansions

From now on, K denotes a field of zero characteristics, K an algebraic
closure of K, F(X, Y) a bivariate polynomial with coefficients in K, monic
in Y, irreducible in R[X, Y], and M (resp. N) the degree of F in X (resp. in
Y), with N &#x3E; 0. Actually, these assumptions may be much weakened, as
explained in the conclusion.
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Generally, F will be considered as a Y-polynomial with coefficients in
IM[X]

where the ai(X)’s are in K[X], the ai,j’s in K, and by assumption aN(X) = 1.

As usual, the power series field in one variable T and with coefficients in
some field L is denoted by L((T)). And the domain formed by the elements
of L((T)) of non-negative T-order by L[[T]]. For every positive integer q, a
root Xllq of X of order q is chosen in an algebraic closure of K(X), in such
a way that (X1/q1q2)q2 = XI/ql.

DEFINITION: The Puiseux series field R over K is the union of all the

fields K((X1/q)). It is an algebraically closed field, by Puiseux theorem
[Wa, 4 thm 3.1.].

DEFINITION: The (classical) Puiseux expansions of F(X, Y) are the roots of
the Y-polynomial F in the field R.

Since F is irreducible in R(X)[Y] (by Gauss’ lemma) and since R is

algebraically closed and of characteristic 0, the Y-polynomial F has N
distinct classical Puiseux expansions. They are denoted

It will always be assumed that each ék is as small as possible, i.e. that ék and
the nk,h (for h  1) have no common factor greater than 1. This ék is called
the ramification index of the series k . In addition, yk is in K[[X1/ek]] because
F has been assumed monic in Y.

Let us now recall the definition of the parametrizations of the plane afiine
curve C of equation F(x, y) = 0 over K, following Walker [Wa, 4-2].

DEFINITION: A parametrization of the curve C is a pair (x, y) of elements of
K[[T]] for some new variable T, such that F(x, y) = 0 in R[[T]J, and x and
 are not both in K.
The center of the parametrization (x, ) is the point (xo, yo ) of the affine

plane such that xo (resp. Yo) is the constant term of the series x (resp. ).
It is a point of the curve C. The parametrization (x, ) is irreducible if
there is no integer k &#x3E; 1 such that both x and  are in K[[Tk]]. And
two parametrizations (1, YI) and (X2’ 2) are equivalent if there is some
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z E K[[T]], of T-order 1, such that 2(T) = x1(z(T)) and Y2 (T) =
l (z(T)). If such is the case they have the same center, but the reciprocal is
false.

In addition, the coefficient field of (x, ) over K is the extension field of
K generated by all the coefficients of the series x and . It is a subfield
of K.
A branch of C is then defined as an equivalence class of irreducible

parametrizations of C, and its center as the common center of the param-
etrizations of the class. We say that a branch of C lies above a point xo of
K if the center of the branch is (xo, yo) for some yo in IK.
For each classical Puiseux expansion

of F, let

Since k=- vk(X1/ek), it follows that F(uk(X1/ek), vk(X1/ek)) =F(X, yk) = 0
in R. The pair (uk(T), vk(T)) is thus a parametrization of C, which is

irreducible because ék has been chosen minimal. We say that (uk(T), vk(T))
is the parametrization of C corresponding to the Puiseux expansion Yk. And
that two classical Puiseux expansions of F are equivalent if their corresponding
parametrizations are equivalent. 

If 03B6k denotes a primitive root of unity of order ék in À , the classical Puiseux
expansions of F that are equivalent to k are the

All of them have the same ramification index ék .
Thus is obtained a partition of the set {y1, 2, ... , yN} in equivalence

classes, which are in one-to-one correspondence with the branches of C lying
above 0. Let g be the number of these classes, and assume that the number-
ing of the Puiseux expansions is such that y1, 2, ... , g are in différent
classes. It follows that
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DEFINITION: As above, let g denote the number of branches of C lying above
0. A system of rational Puiseux expansions of F over IM is a set

of g pairwise non-equivalent irreducible parametrizations of C, which is
invariant under the action of the Galois group  of K over K, and such that,
for each k, Xk is a monomial 03BBkTek with ek &#x3E; 0 and 03BBk ~ 0.

The fact that such systems exist will be proved in section 4. For a given
F, there are different systems of rational Puiseux expansions of F: for

example if F = Y2 - X there are

It must be noticed that the parametrizations (uk (T ), vk(T)) (for
1  k  g) defined above from classical Puiseux expansions usually do not
form a system of rational Puiseux expansions of F, because they do not form
an invariant set under the action of :

In the example of the introduction, the only classical Puiseux expansion
equivalent to

which is conjugated to (U3’ V3) over K = Q.
On the contrary, it is very easy to determine the classical Puiseux

expansions of F from a system of rational Puiseux expansions: Let

(for 1  k  g) be a system of rational Puiseux expansions of F over K, let
03B6k denote a primitive root of unity of order ek in lÉ, and 03BB-1/ekk a root of order
ek of Âk in R for each k. Then:

THEOREM 1: The classical Puiseux expansions of F are the series

for k = 1, 2, ..., g and i = 1, 2, ..., ek.
The ramification index of k(03B6ik03BB-k I/ek Xl/ek) is exactly ek.
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Pro of. Consider some k between 1 and g. Then

Now if we set X = 03BBTe, i.e., T = 03B6ik03BB-k Ilek X1/ek for some i, we get

This proves that each of the

for 1  k  g and 1  i  ek is a classical Puiseux expansion of F.
They are mutually distinct: for different k because the rational Puiseux

expansions are pairwise non-equivalent, and for the same k and different i
because the rational Puiseux expansions are irreducible as parametrizations
of C. For the same reason, ek is the ramification index of k(03B6ik03BB-1/ekkX1/ek) for
any i.

The fact that every classical Puiseux expansion of F is obtained in this way
now comes from the identity N = 03A3gk=1ek, and thus theorem 1 is proved.
Now, let g denote the number of -orbits in a given system of rational

Puiseux expansions of F over K, and suppose that (xk, k) are in different
orbits for 1  k  g. For each k from 1 to g, let us denote by Lk the
coefficient field of (Xk, k). Because of the -invariance property of the
set {(k, k)}1kg, the field Lk is a finite extension of K. Let .fk denote
the dimension of Lk over K, i.e., the number of k’ in {1, 2, ... , gl such that
(k’, k’) is in the -orbit of (k, k), and let {03C31, 03C32,..., 03C3fk} be the set of
K-isomorphisms from Lk into K. For every j from 1 to fk, let 03BBk,j = 03C3j(03BBk)
and Yk,J = 03C3j(k) = 03A3+~h=103C3j(03B1k,h)Tnk,h. By definition, the given system of
rational Puiseux expansions of F over K is made of the

for 1  k  g and 1  j  fk , and theorem 1 can be expressed as follows:

THEOREM 1 bis: The classical Puiseux expansions of F are the

for 1  k  g, 1  j  fk, and 1  i  ek. The ramification index of the
expansion above is ek.
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It follows that g = 03A3gk=1 fk and that

In the following diagram, the first line corresponds to the N classical
Puiseux expansions of F, the second line to their g equivalence classes, or to
a system of rational Puiseux expansions of F over K, and the third line to
the g orbits of this system under the action of :

2. Factorization of F over series fields

By definition of the classical Puiseux expansions of F, the factorization of F
in R[Y] is

And if the classical Puiseux expansions are grouped according to

equivalence, a refinement of the above factorization is obtained:

where

In addition, this factorization over K((X)) is complete in the sense that each
Fk(X, Y) is irreducible in K((X))[Y]: If the norm in the field extension
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K((X1/ek))/K((X)) is extended to polynomials, then Fk(X, Y) is the norm of
(Y - yk), which is irreducible in K((X1/ek))[Y], and it follows that Fk(X, Y)
is a power of some irreducible polynomial of K((X))[Y] [Trl, thm 2.1]. But
Fk(X, Y) has distinct roots in Si, and thus it is irreducible in R«X»[Y].

REMARK: If some classical Puiseux expansion of F is "finite", say

k E K[X1/ek], then Fk E R[X, Y], and since F is absolutely irreducible it

follows that F = Fk and g = 1.

Thus, complete factorization of F over R and over !K((A")) is obtained
from the classical Puiseux expansions of F. The next result proves that it can
also be obtained from a system of rational Puiseux expansions of F over K,
together with the complete factorization of F over K((X)).

THEOREM 2: With the notations of section 1, the complete factorization of F
(as a Y-polynomial) over the fields K((X)), K((X)) and Si, is given by:

REMARK: The last equality can also be written:

Pro of. Theorem 1 bis proves that the complete factorization of F over R is

But notations are such that a set of g non-equivalent classical Puiseux
expansions of F is given by the k(03BB-1/ekk,jX1/ek) for 1  k  g and
1  j  fk, and thus the Fk,j’s for 1  k  g and 1  j  fk are exactly
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the Fk’s for 1  k  g. So, it has been proved above that the complete
factorization of F over K((X)) is

Now, for a given k between 1 and g, if aj is the identity of 03A3k, then Fk(X, Y)
is the norm of Fk,03C31(X, Y) in the extension Lk((x))/K((X)). It follows, as
above, that Fk(X, Y) is a power of some irreducible polynomial of
K((X))[Y], and that it is itself irreducible in K((X))[Y] since it has distinct
roots in Si. Thus the complete factorization of F over K((X)) is

and theorem 2 is proved.
Those différent factorizations of F can be visualized by the following

diagram, where Fik,j = Y - k,j(03B6ik03BB-1/ekk,jX1/ek), and where the first line corre-
sponds to the factorization in R[Y], the second line over K((X))[Y], and the
third line over K((X))[Y]:

3. The places of K( C) and of K(C)

Since Fis irreducible over K, the quotient K(X)[Y]/(F(X, Y)) is an exten-
sion field of R(X) of degree N, that will be denoted by K(C). This notation
comes from the interpretation of K(C) as the function field of the plane
curve C of equation F(x, y) = 0. The extension K(C)/K(X) corresponds to
the projection of C on the "x-axis" [Fu, 6-3]. In the same way, since Fis also
irreducible over K, the quotient IK(X)[Y]j(F(X, Y)) is a field K(C), exten-
sion of K(X) of degree N.
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The branches of C have been defined in section 1 as the equivalence classes
of irreducible parametrizations of C. To each parametrization (, ) of C are
associated two subsets C and 03B2 of K(C), such that 6 is a ring and 03B2 a
maximal ideal of (i. By definition, 03B2 is a place of K(C) and (9 is the ring of
03B2. They may be defined as follows:

Consider the [K-algebra homomorphism

Notice that Ker(g) contains no non-zero element of R[X]: If ~(G) = 0 with
G E K[X] and G ~ 0, then x would be a root of G in K, and would
be a root of the univariate polynomial F(x, Y) of R[Y] of positive degree
N. But then  would be in R too, which contradicts the definition of a
parametrization.

It is thus possible to extend ~ to a R-algebra homomorphism still denoted
by 03C8:

Since (x, ) is a parametrization of C, the polynomial F is contained in
Ker(cp). And since F is irreducible in the principle ring R(X)[Y], we get
Ker«p) = (F).
Thus is obtained an injective !K-algebra homomorphism

Now, à and 03B2 are defined by

Two parametrizations of C gives the same 6 and 13 if and only if they are
equivalent, which proves that each branch of C corresponds to exactly one
place of K(C).

Actually, we do not get in this way all places of rK(C). We should have,
in addition, considered parametrizations centered at the "points at infinity"
of C in order to get all places of lÉ(C). It does not matter here, because we
are only interested in the places of (C) that "lie above" po (cf. below), and
all of them are finite since F is monic in Y.

In the case of F = Y, we have R(C) = R(X). The curve C is the x-axis,
and has only one branch lying above 0. One of its parametrizations is

(0, 0) = (T, 0), and the corresponding ring and place are respectively
K[X] and p0 = XK[X].
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In the general case, a place 03B2 of fM(C) lies above the place Po of R(X) if
03B2 n R[X] = p0. Those places correspond to the branches of C lying above
0. We have seen that such a branch of C is the equivalence class of e classical
Puiseux expansions of F, each with ramification index e. This integer e is
called the ramification index of the corresponding place 03B2.
The places of K(C) are now defined as the intersections 03B2 n K(C) of the

places of n«C) with K(C). In this situation too, we say that 13 lies above
i3 n K(C). Let 03B21 and 03B22 be two places of R(C) lying above the place Po
of K(X). It is not easy to decide, from classical Puiseux expansions of F,
whether 03B21 and 03B22 lie above the same place of K(C). But we shall see in
theorem 3 that, on the contrary, it is very easily done from any system of
rational Puiseux expansions of F over K.

If i3 is a place of K(C), 03B2 a place of -K(C) lying above 03B2, and if
(9 = 6 n K(C) where 6 is the ring of 03B2, then L = W1i3 is a field. It is a
finite extension of K, called the residual field of 03B2, and its degree f is the
residual degree of 03B2. This integer f is also equal to the number of places 03B2
of K(C) lying above 03B2. If F = Y, then po = XK[X] is a place of K(X); the
only place of fM(C) lying above po is po, and the residual field of po is K. Now,
when i3 is a place of K(C) lying above po, we shall see that L and f are easily
obtained from a set of rational Puiseux expansions of F over K, which is not
true for classical Puiseux expansions.

Let us denote by 03B21, 03B22,..., 03B2g*, the places of K(C) lying above the
place po of K(X). For 1  k  g*, let et be the ramification index, fk* the
residual degree, and L*k the residual field of 03B2k. The integers et and f*k are
related to N by the formula

The following result proves that the *’s are useless:

THEOREM 3: For k = 1, 2,..., g, let ek , fk and Lk be defined as in section 2,
from a set {(xk, yk)}1kg of representatives of the -orbits in a system of
rational Puiseux expansions of F over K.
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For k = 1, 2, ... , g*, let et, fk* and L*k be defined as above, from the

places {03B2k}1kg* of K(C) lying above Po.
Then g* = g, and (up to reordering the places 03B2k) e* k = ek , fk* = fk , and

L*k is K-isomorphic to L k for k = 1, 2, ... , g.

Proof.- (using Chevalley’s book [Ch]).
It has been proved in theorem 2 that the complete factorization of F in

K((X))[Y] is F = 03A0gk=1 Fk. It follows, by the Chinese remainder theorem,
that the K((X))-algebras

are isomorphic, and that each K((X))[Y]/(Fk) is a field.
On the other hand, K((X))[Y]/(F(X, Y)) is equal to the po-adic com-

pletion K(C) ~K(X) K((X)) of K(C), it is thus isomorphic to the product of
the 03B2k-adic completions of K(C) for k = 1 to g*, which are fields.

This proves that g* = g, and that the places 03B2k can be numbered in such
a way that K((X))[Y]/(Fk) is the 03B2k-adic completion of K(C).
The fact that Fk is the product of fk irreducible factors of the same degree

ek in K((X))[Y] proves that there are fk places of !K(C) lying above 03B2k, each
of them with ramification index ek. This means that fk is the residual degree
of 03B2k and ek its ramification index, i.e. that f*k = fk and e*k = ek .

It remains to prove that the coefficient field [lk of (k, k) is K-isomorphic
to the residual field L*k of 03B2k. Since we have just proved that they both have
the same degree over K, we only have to get an injective K-algebra homo-
morphism from L*k into Lk. From now on, a K-algebra homomorphism is
always one that preserves 1. Thus, since L*k is a field, we only need a
K-algebra homomorphism from L*k in [lk. This is given by the following
lemma:

LEMMA: Let 03B2 be a place of [K(C) and L* its residual field. Let (, ) be a
parametrization of any place 03B2 of K(C) lying above 03B2, and let L be the
coefficient field of (x, ).

Then there is a K-algebra homomorphism from L* into IL.

Pro of. Let us come back to the [K-algebra homomorphism
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The restriction 03C8 of ~ to K[X, Y] is a K-algebra homomorphism with values
in L[[T]]. As for ç, it induces a K-algebra homomorphism

and if O is the ring of i3 then ’F«9) c L[[T]].
On the other hand, the application

. such that

is a K-algebra homomorphism. And since the K-algebra homomorphism
039803A8|o from O to L has 03B2 in its kernel, it induces a K-algebra homo-
morphism from W1i3 = L* to L. This proves the lemma, and theorem 3.

REMARK: The fact that the -orbits of rational Puiseux expansions of F are
in one-to-one correspondence with the places of K(C) lying above po is

simply a different statement of theorem 2.
In the following diagram, ramification indices are on the first line, places

of K(C) lying above po are on the second line, and places of K(C) lying
above po on the third line:

In addition, theorem 3 proves that the residual field of a place is K-iso-
morphic to the coefficient field of any rational Puiseux expansion of F in the
corresponding -orbit. Among the consequences of this property are:
0 The fact that the coefficient field of the rational Puiseux expansion of

a given branch of C is "the smallest one" among the coefficient fields of the
parametrizations of this branch (by the lemma above). It will be seen in
section 4 that the computations can be made in this field.

2022 When K is the field R of real numbers, since a branch of a complex
curve (defined by a real polynomial) is real if and only if its residual fields
is the field of reals, we get the following result:
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COROLLARY: Let F(X, Y) be a bivariate polynomial with real coefficients, and

{(k, k)}k a system of rational Puiseux expansions of F over R. Then for each
k, the branch of C parametrized by (xk, k) is real if and only if the coefficient
of xk and every coefficient of k are real numbers.

This corollary leads to a simple determination of the real branches of C,
since it can be decided whether every coefficient of xk and of k is real with
a finite computation (cf. section 4).

EXAMPLES: Let us come back to F = (X2 + Y2)3 - 4X2Y2 over K = Q.
We have seen that F has a system of rational Puiseux expansions over Q
consisting of 4 expansions, each with coefficient field Q. It follows that Q(C)
(resp. Q(C)) has 4 places lying above Po (resp. above p.).
Now, let F = (2X2 + Y2)3 - 8X2 y2 over Q. It also has a system of 4

rational Puiseux expansions over Q, namely

It follows that Q)(C) still has 4 places lying above po, while the field Q(C)
has only 3 places lying above po : the two last expansions are conjugated over
Q and thus they correspond to only one place of Q(C), with ramification
index 2 and residual degree 2.
The two following examples, though very simple, point out the basic ideas

of the algorithm:
Let F = y2 + X over Q. The classical Puiseux expansions of F are

and it has a system of rational Puiseux expansions consisting of the unique
pair

The coefficient field is Q(i) in the classical case, and simply Q in the rational
case, and thus the only branch of center (0, 0) of this parabola is real. In
some sense, the coefficient (2013 1) of xl causes the disparition of the irrational
coefficient i.

But it is not always so simple. An example of a more general situation is
F = Y7 - 9X5 over Q. The classical Puiseux expansions of F are the
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where v, (T) = 91/7 TS and (, is a primitive root of unity of order 7 in Q. A
system of rational Puiseux expansions of F is made of the unique expansion

which implies that C has only one branch centered at (0, 0) and that this
branch is real. Actually in this example the exponent 1/7 of 9 in v1 is

"replaced" by - 2, which is the inverse of 7 modulo 5, and this "mistake"
is corrected by the coefficient 9-3 of 1 (notice that - 2 x 7 + 3 x 5 = 1).

It may be noticed that {(3T7, 3T5)} is another system of rational Puiseux
expansions of F over Q. It is simpler, but cannot be obtained directly by the
algorithm of Section 4.

4. Rational Newton algorithm

The aim of this section is to describe simultaneously the classical and
rational Newton algorithms, as two différent versions of a unique algorithm.

This algorithm consists in two parts, respectively called the singular and
the regular part.
0 The singular part is the one we are interested in: this part gives the

integer g, and for each k from 1 to g, it gives k, ek, fk, Lk, and Rk coefficients
of the series k, for some positive integer Rk .
0 The regular part is simpler and does not depend on the chosen version,

but computations are performed in a smaller field in the rational case. This
part gives as many terms as wanted for the k’s. If a large number of terms
is required, the algorithm of Kung and Traub [K-T] is recommended in both
versions.

4.1. Notations and formulae

A K-term is defined as a list 03C4 = (q, m, 03B2) of four elements, where q and
m are coprime integers, q is positive, and y and fi are non-zero elements
of K.

A finite K-expansion is a finite sequence (LI’ T2, ..., LM) of K-terms such
that mh &#x3E; 0 for h  2 (where Lh = (qh, 03BCh, mh, Ph»» A K-expansion is then
a sequence (usually infinite) 03C0 = (rl i2 , ..., 9 ’rh, - ...) of K-terms, such that
mh &#x3E; 0 for h  2, and there exists an integer R such that qh = 1, 03BCh = 1,
and Ph E K(03BC1, fil, 03BC2, 03B22, ..., 03BCR, P R) for every h &#x3E; R.

To each K-expansion n is associated a pair P(n) = (x, j) of elements of
K[[T]], where x is a non-constant monomial, in the following way:
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Let 03C0 = (ïi, 03C42,..., 03C4h, ... ) and 03C4h = (qh, llh, mh , 03B2h). Consider new
symbols Xo, Xl , ... , XR and Yo , Y1,..., Yh , ... and the relations

The elimination of Xl , X2, ..., XR-1 and of Y1, Y2 , ... , YM-1 for any
M  R gives two relations

where Oth does not depend of M. The expression of 03BB, e, of the r1h’S and the
nh’s is easily obtained, but is not simple. It is given below for the sake of
completeness, but it will note be used. Let

so that q’ h = 1 and Then

It follows that

And from : 

comes

and thus:

for
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Now, the pair P(n) = (ac, ) is defined by

The result of Newton’s algorithm (described below) defines a set of

K-expansions {03C0k}k. In the classical version of the algorithm, k varies from
1 to N and the P(03C0k)’s are the parametrizations (uk, Vk)’S of section 1,
associated to the classical Puiseux series of F. In the rational case, we shall

prove that k varies from 1 to g and that the P(03C0k ’s form a system of rational
Puiseux expansions of F over K.

4.2. Description of the algorithm

In the description of the algorithm, finite ordered sets are represented by lists
(... ) - thus the empty set is ( ) -, and (a, , a2 , ... , ak ) u (bl, b2 , ... , bl)
represents (a, , a2,..., ak, b1, b2,..., bl). Comments are in italic. And L
stands for any finite extension of K.

The Newton polygon of a polynomial F(X, Y) = 03A3Ni=003A3Mj=0ai,jXjYi is

defined as the lower part of the convex hull of the set of points (i, j ) in the
plane such that a¡,j is non-zero [Wa, 4].
We shall use the following five "primitive" algorithms:

Algorithm COEFFICIENT (F, i, j).
In: F E L[X, Y]; i, j non-negative integers;
Out: the coefficient of Xi Y’ in F.

Algorithm BEZOUT (q, m).
In: two coprime integers q and m, with q &#x3E; 0;
Out: (u, v), where u and v are integers such that uq + vm - 1.

Algorithm SQUARE-FREE (03A6).
In: 0 E L[Z];
Out: A finite set of lists (W, r) with 03A8 E L[Z] and r a positive integer, such
that each ’ is square-free and (D = 03A0(03A8,r) 03A8r and the ’V’s are pairwise
coprime.
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It is well known that such a decomposition can be obtained with derivations and
gcd’s computations, without any factorization algorithm [D-S-T].

Algorithm NEW-POLYNOMIAL (F, i, 1).
In: F E L[X, Y]; a K-term i = (q, J1, m, fi); an integer 1 ;
Out: X-1F(03BCXq, Xm(03B2 + Y)) E L(03BC, 03B2)(X)[Y].
This algorithm will always be used with values of the parameters such that the
result is in L(03BC, 03B2)[X, Y].

Algorithm POLYGON (F, I).
In: F E L[X, Y]; I = 1 or 2;
Out: A finite set of lists (q, m, 1, 03A6) with q, m, 1 integers, q and m coprime,
q &#x3E; 0, and (D E L[Z].
Those lists are in one-to-one correspondence with the segments of the Newton
polygon of F if I = 1, and only with the segments with negative slope if I = 2.
The correspondence is the following: The segment à corresponding to the
list (q, m, 1, 03A6) is on the line qj + mi = 1 in the (i, j)-plane, and

03A6 = 03A3(i,j)~0394ai,jZ(i=i0)/q where io is the smallest value of i such that there is a
point (i, j) on A. It is easily seen that (D is in L[Z] and not only in L(Z’/").

Let us now come to the description of the algorithm NEWTON. The
subalgorithm SINGULAR computes the singular part of the expansions,
with the help of SINGULAR-TERM which computes a set of terms. The
result of SINGULAR is then sent to the sub-algorithm REGULAR, which
computes the regular part of the expansions, and is independent of
the chosen version. The différence between both versions comes from the
SINGULAR-TERM sub-algorithm.

Algorithm NEWTON (version, F, H).
In: version has one of the two values classical or rational ; H is a positive
integer; F is an absolutely irreducible polynomial of K[X, Y], monic and of
positive degree in Y. In order to simplify the description of the algorithm,
we assume in addition that F has no "finite" Puiseux expansion (cf. Section
2). If such is not the case, during the computation is met a Newton poly-
nomial with no point on the j-axis, which means that the corresponding
expansion is completely obtained.
See the conclusion of this paper for looser assumptions on F.
Out: a finite set of finite K-expansions, each of them containing at least H
terms.

Sub-algorithms: REGULAR, SINGULAR.
begin

return REGULAR (SINGULAR (version, F, K, ( )), H )
end.
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Algorithm REGULAR (S, H).
In: S is a finite set of pairs {(03C0k, Fk)}1kB where for each k, nk is a

finite K-expansion, Fk ~K[X, Y], with Fk(0, 0) = 0, (Fk)’Y(0, 0) ~ 0 and
Fk(X, 0) ~ 0; H is a positive integer;
Out: A set {03C0’k}1kB of finite K-expansions, such that each ni begins with
03C0k and contains at least H K-terms.

Sub-algorithms: COEFFICIENT, NEW-POLYNOMIAL.
begin
R - ( ); results will be grouped in the set R.
for each (n, F) in S do

while cardinal (03C0)  H do
m - Min {j/COEFFICIENT (F, 0, j) :0 01;
03B2 ~ -COEFFICIENT (F, 0, m)/COEFFICIENT (F, 1, 0)

03C4 ~ (1, 1, m, 03B2);
7t ~ 7C U (i)
F ~ NEW-POLYNOMIAL (F, i, m);

R - R w (03C0);
return R

end.

Algorithm SINGULAR (version, F, L, 7r).
In : version as in NEWTON; F E L[X, Y]; 03C0 is a finite K-expansion ;
Out: a finite set of pairs (nl, F1) where 03C01 is a finite K-expansion beginning
by n, and FI ~L1[X, Y] for some extension L1 of L.
Sub-algorithms : SINGULAR-TERM, NEW-POLYNOMIAL, SIN-

GULAR.

This algorithm is recursive.
begin
S - ( ); results of the algorithm will be grouped in the set S.
if 03C0 = ( ) then I ~ 1 else I ~ 2;
for each (i, 1, r) in SINGULAR-TERM (version, F, L, I ) do

03C01 E- 7T U (r);
Fl - NEW-POLYNOMIAL (F, T, 1);
L1 ~ the extension of L generated by the elements J1 and 03B2 of i;
if r = 1 then S - S u ((03C01, FI»

else S - S u SINGULAR (version, FI, LI, 03C01),
return S

end.

Algorithm SINGULAR-TERM (version, F, L, I).
In: version, F and L, as in SINGULAR; I = 1 or 2;
I = 1 for the computation of the first term o.f’each finite K-expansion, 1 = 2
for the other terms.
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Out: a finite set of lists (r, 1, r), where i is a K-term, 1 and r are integers, and
r &#x3E; 0.

Sub-algorithms: POLYGON, BEZOUT, SQUARE-FREE.
begin
T - ( ); results will be grouped in the set T.
for each (q, m, 1, 03A6) in POLYGON (F, I ) do

if version = rational then (u, v) ~ BEZOUT (q, m);
for each (03A8, r) in SQUARE-FREE (03A6) do

for each root 03BE of t/1 in lÉ do
if version = classical then

for each root 03B2 of uq - ç in lÉ do

if version - rational then

return T

end

Remarks:
0 The result of this algorithm, in its rational version, depends on

the choice of the integers u and v returned by the sub-algorithm BEZOUT.
We shall prove that the result always corresponds to a system of

rational Puiseux expansions of F over K. For example, if F = Y7 - 9X5
(cf. section 3), the unique expansion returned by the algorithm can be
(1, 1) = (T7/93, T5/92), or (1 1) = (94T7, 93 T5). Of course, it is

recommended to choose u and v "small", and particularly u = 1 and v = 0

as soon as q - 1.

e We have used in the sub-algorithm SINGULAR-TERM the "root
extraction" instructions:

for each root 03BE of 03C8 in K do
if version = classical then

for each root P of uq - ç in K do ...
Those instructions can be executed by the D5 system (cf. [D-D]): The idea
is to introduce a new symbol (say 03BE) with the rule 03A8(03BE) = 0, and to consider
différent cases "in parallel" when the roots of IF do not all behave in the
same way.

4.3. Examples: Before proving that the rational version of the algorithm
above actually returns a system of rational Puiseux expansions of F over K,
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let us have it work on the example of

0 The classical version of the algorithm runs as follows:
The Newton polygon of F has only one segment:

and POLYGON (F, 1) returns the list

Here, 03A61 = 03A841 where 03A81 = Z2 - 1 is squarefree. The result of SINGULAR-
TERM (classical, F, Q, 1) is made of 4 lists

one for each PI in 0 such that 03C81 (fl" ) = 1, i.e., such that 03B241 - 1 = 0. They
correspond (cf. 4.1.) to the relations
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The new polynomial now is, for each Pl:

Newton polygon of F1 is the same for each PI’ and it has only one segment
with negative slope:

The result of POLYGON (F, , 2) is

and 03A62 is squarefree. Thus ’P2 = 03A62 , and the result of SINGULAR-TERM
(classical, Fl , Q(f3l)’ 2) is made of 4 lists

one for each /32 in Q such that 03C82(03B2q22) = 0, i.e., such that 1603B242 - 4/03B2103B222 +
/3i = 0. They corespond to the relations
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Finally, NEWTON (classical, F, 1) returns sixteen 0-expansions

one for each choice of Pl and P2 in Õ such that 03B241 - 1 = 0 and
16Pi - 403B2103B222 + Pi 1 = o.
The 16 classical Puiseux expansions of F are obtained:

with z03B21,03B22 E Q(03B21, P2)((X1/4)) of positive X-order.
e Now, the rational version of the algorithm works as follows:

As above, POLYGON (F, 1) returns the list

where 03A61 - 03A841 and 03A81 = Z2 - 1, squarefree. We can choose u = - 1
and v = 1 in BEZOUT (2, 3). The result of SINGULAR-TERM (rational,
F, Q, 1) is thus made of two lists

one for each root jj of 03A81 in Q. They correspond to the relations

The new polynomial is
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The Newton polygon of F1 is the same as in the classical case, and does
not depend on ÇI. The result of POLYGON (FI, 2) is

We can choose u = 0 and v = 1 in BEZOUT(2,1). Since (D2 = 03A82 is

squarefree, SINGULAR-TERM(rational, Fl , Q(03BE1), 2) returns two lists

one for each root 03BE2 of Bf2 in (G. They correspond to

Finally, NEWTON (rational, F, 1) returns four 0-expansions

for jj and 03BE2 in d) such that 03BE21 - 1 = 0 and 16j) - 403BE1 Ç2 + 1 = 0.

And we get a system of 4 rational Puiseux expansions of F:

with Z03BE1,03BE2 in Q(03BE1, 03BE2)((T)) of positive T-order.
Either classical or rational expansions of F prove that the field Q(C) has

4 places lying above po, each with ramification index 4.
In order to conclude for the field Q(C), one must use the rational expan-

sions, and also factorization features. Since the polynomial 03A81 is the product
of two linear factors over Q, and 03A82 is irreducible over Q(03BE1)(= Q), the 4
expansions are pairwise conjugated over Q. It follows that there are two
places of Q(C) lying above po, each with ramification index 4 and residual
degree 2.

Since R contains Q, it is easy to see that the system of rational Puiseux

expansions of F over Q is also rational over R. It happens here that 03A82 has
no real root. It follows that R(C) also has two places lying above p0, with
ramification index 4 and residual degree 2 (the residual fields are C). And
that the curve C has no real branch above 0, but two pairs of complex
conjugate branches. Notice that the number of real roots of a real polynomial
may be counted with Sturm sequences techniques [C-R], similar to Euclid’s
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algorithm and much easier than the factorization techniques that are needed
for Q(C).

In this example, the diagrams corresponding to Q(C) and to R(C) are
similar:

In general, the situation needs not be the same for Q( C) and R(C). Here
are two more examples, where 0(C) still has 4 places over po, each with
ramification index 4:

the result of NEWTON (rational, G, 1) is

where 03BE21 - 1 = 0 and 1603BE22 - 4Ç2 + 03BE1 = 0. As above, Z2 - 1 =

(Z - 1)(Z + 1) over Q and R, and 16Z2 - 4Z + jj 1 is irreducible over

Q. It has no real root when 03BE1 = 1, but two real roots when jj 1 =
- 1. It follows that the result for Q(CG) is the same as for Q(C) above,
but for R(C,) there are 3 places above po , one with residual degree 2
(corresponding to a pair of complex conjugate branches) and two with
residual degree 1 (corresponding to 2 real branches). The diagrams now
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are:

the result of NEWTON(rational, H, 1) is

where j) - 2 = 0 and 3203BE22 - 2Ç2 + 03BE1 = 0. Here, Z2 - 2 is irreducible
over Q and has two real roots. And Z2 - 2Z + 03BE1 is irreducible over Q(03BE1),
it has no real root when Çl = 12-, but it has two real roots when Çl = - 12-.
It follows that the conclusion for R(CH) is the same as for R(CG), but Q(CH)
has only one place above po , with residual degree 4. The corresponding
diagrams are:
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4.4. Existence of rational Puiseux expansions

Let {03C0(H)k}1kg be the result of NEWTON(rational, F, H) for every H &#x3E; 0,
and 03C0k(H) = (03C4k,h)1 hM(H)k. It is clear from the algorithm that g° and the 03C4k,h’s
do not depend on H. But the number of K-terms in each 03C4k varies with H;
if Rk = MP) is the number of terms in 03C0(1)k, then M(H)k = Max(Rk, H) for
every H.

If 1Ik = (03C4k,h)1h+~ for 1  h  g, it is clear from the algorithm that
1Ik is a K-expansion, and that the set of the 1Ik’S (for 1  k  g) is invariant
under the action of . Let g° be the number of orbits for this action, assume
that the 1Ik’S for 1  k  g are in différent orbits. It follows from the

description of the algorithm that, for each k between 1 and g°, the integer
Rk is the smallest positive integer such that the three following properties
hold:

(RI.) qk,h = 1 for every h &#x3E; Rk;
(R2.) J1k,h and 03B2k,h are in K(03BCk,1, f3k,I’ 03BCk,2,..., f3k,Rk) for every h &#x3E; Rk ;
(R3.) If ik,h = 03C4k’,h for some k’ between 1 and g° and for every h from 1

to Rk , then k = k’.
In addition, 03BCk,h = 1 for h &#x3E; Rk . This integer Rk is called the regularity

index of the K-expansion 1Ik, or of the corresponding pair of series P(1Ik)
(c/:4.1.).

THEOREM 4: The set {P(03C0k)}1kg obtained from the results of NEWTON
(rational, F, H ) (for every H ) is a system of rational Puiseux expansions
of F.

Pro of. By mimicking the proof that the classical Newton’s algorithm
terminates and gives classical Puiseux expansions of F [Wa, 4], we see
that the rational Newton’s algorithm terminates and gives irreducible

parametrizations of branches of C lying above 0.
Let 03B2k be the place of K(C) corresponding to the parametrization

P(1Ik) = (k = 03BBk Tek, k). Then, as in the proof of theorem 1, for each k
the

for 1  1 5 ek, where 03B6k is a primitive root of unity of order ek in fl, are
classical Puiseux expansions of F, and are pairwise distinct. It follows that
ek is the ramification index ek of 13k -

In addition, comparison of both versions of Newton’s algorithm shows
that every classical Puiseux expansion of F is of this form for some k. Thus,



147

if we can prove that 03A3gk=1ek  N, then

and we shall be sure that the P(nk) are pairwise non-equivalent param-
etrizations.

But, if fk is the cardinal of the orbit of P(nk) under the action of  for
1  k  g, then 03A3gk=1ek = 03A3gk=1ekfk, and fko is the degree of the coef-
ficient field Lok of P(03C0k). And, with obvious notations, Lok is contained in

K(03BCk,1,03B2k,1,03BCk,2, ... , 03B2k,Rk), which is equal to K(03BEk,1,03BEk,2,..., 03B6k,Rk). From
the description of rational Newton’s algorithm comes

which proves that 03A3gk=1ekfk  N, i.e. that 03A3gk=1ek  N, as wanted.

Remarks :
2022 The proof above shows that the O’s are useless, i.e., that

So that the coefficient field K(03BBk, 03B1k,1,..., (Xk,Rk) is equal to

K(03BEk,1,...,03BEk,Rk).
2022 The equality 03A3gk=1ek[K(03BEk,1, ..., 03BEk,Rk): K] = N implies that

this result will be used in section 5.
8 It will also be used in section 5 that the computation of the K-expansion

03C0k is entirely done in this field K(03BEk,1, ..., Çk , R k ). ·

5. Complexity

In this section, assumptions on F are as in section 4: F is an absolutely
irreducible polynomial of K[X, Y], monic and of positive degree in Y.
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The two major problems for implementing Newton’s algorithm are the
intermediate growth of the polynomials, and the handling of algebraic
numbers (cf. [Ma] and [Ba]).
For the first problem, a solution using "lazy evaluation" is presented in

[H-M]. Let us now focus on the second problem, which is met in most
computer algebra applications: how is it possible to compute exactly
with algebraic numbers? More precisely, how is it possible to execute an
instruction like:

"for each root 03BE of W in R do ..."?
Note that approximations are not allowed, since we must test equalities

between numbers which depend on 03BE, in order to build the Newton

polygons.
By the lemma of section 3, and the description of the algorithm in section

4, we know that the rational Newton’s algorithm restricts as much

as possible the size of the algebraic extensions where computations are
performed, but it does not suppress these extensions.
A solution to this problem is offered by the D5 system for algebraic

computations with algebraic numbers [D-D]. This system does not use any
factorization algorithm, which leads to improvements of the theoretical and
practical complexity of the computations. The K-expansions that are

obtained with D5 are grouped in such a way that expansions which are
conjugated over K are computed together, but in addition expansions may
be computed together without being conjugated over K.
For example, with the function G of 4.3., the result of the computation

with the D5 system has the following form:

where 03BE21 - 1 = 0 and 1603BE22 - 4Ç2 + 03BE1 = 0.

Now, the computation for H (in 4.3. too) returns

where 03BE21 - 2 = 0 and
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This is sufficient to conclude that, in both examples, the field (D(C) has 4
places lying above po , each with ramification index 4.

But, as explained in section 4.3., factorization algorithms are now needed
to conclude over Q(C). And it is no more factorization algorithms, but
rather Sturm sequences techniques, that are used to conclude over R.

The.complexity computation below is made only for the results over Di,
not for the "rationality" results over K, which (as we have just seen) are
largely dependent on K. In order to simplify the proofs, we assume that F
has no finite Puiseux expansion.

It follows from [D-D] that the number C of elementary operations on K
that are needed to compute NEWTON(rational, F, 1) - i.e. the singular part
of the rational Puiseux expansions of F - with D5 is at most O(Ca x E(D)),
where
0 Ca is an upper bound for the number of elementary operations on K

that are needed to compute one K-expansion in NEWTON(rational, F, 1).
In the evaluation of Ca, additions and subtractions may be forgotten, but
not equality tests.
0 D is the sum 03A3gk=1 Dk where Dk is the degree of the biggest extension of

K that is used to compute the k-st expansion.
. and E(D) is the number of elementary operations over K that are

necessary for computing the gcd of two polynomials of K[T] of degree less
than D.

But we showed at the end of Section 4 that Dk = fk and that

03A3gk=1fk = g  N, so that

And it is known (cf. [D-S-T]) that a reasonable value for E(D) is

E(D) = O(D’), and thus

Our goal in this section is to prove that C is bounded by some polynomial
expression in d, where d = Max(M, N), but we do not look for an optimal
bound, and do not evaluate, even when K = Q, the size of the integers that
appear in the computations.

THEOREM 5: The number C of elementary operations on K that are needed to
compute the singular part of the rational Puiseux expansions of F is at most
0(d8), where d = Max(degx(F), degY(F)).
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Proof.- Since the theorem is trivially satisfied when N = 1, we now assume
N  2. It remains to prove that Ca is bounded by O(d6). Let 03C0 = (03C4h)1h+~
be one of the K-expansions returned by NEWTON(rational, F, *), with
Lh = (qh, 03BCh, mh , 03B2h), and let R be the regularity index of n. Let

be the rational Puiseux expansion P(03C0), of coefficient field L =

K(03BB, y,, ... , aR), and f = [L : K]. Let F = Fo, Fl , ... be the succesive
values of the parameter F during the computation of n. In addition, a),
denotes the X-order function in R, with values in Q~{+ ~}.
The proof of the theorem begins with three lemmas:

LEMMA 1: Let  be one of the classical Puiseux expansion of F corresponding
to (x, ), as in theorem 1. Then there exists another classical Puieux expansion
’ of F such that

Pro of. We have seen in section 4 that R is the smallest integer that satisfies
properties (R1), (R2), and (R3). It follows that at least one of the following
conditions hold:

(i) qR =1= 1 ;
(ii) J.1R or 03B2R is not in K(03BE1, 03BE2,..., 03BER-1);
(iii) There exists a K-expansion n’ (not conjugated to 7r over K) in the

result of NEWTON(rational, F, *) such that ih - ih for 1  h  R - 1

and L R =1= 03C4’R.
In each case, it is possible to find a classical Puiseux expansion of F with

the same R - 1 terms as y but différent R-th term: In case (i ), ’ can be
chosen equivalent to ; In case (ii), it is equivalent to some K-conjugate of
; and in case (iii), ’ corresponds to n’. Anyway, ’ is such that

03C9x(y - y’) &#x3E; nR-I/e.
But the nh’s (for h  1) form a sequence of non-negative strictly increas-

ing integers, so that nh  h - 1, and thus 03C9X(y - y’) &#x3E; (R - 2)/e, as
wanted.

LEMMA 2: R  2NM - 2M + 1, and thus R  2NM as soon as M ~ 0.



151

Proof.- (This proof is a refinement of Coates’, cf. [Co]). Let discY(F) be the
discriminant of F in Y, i.e., the determinant of the Sylvester matrix of the
Y-polynomials F and Fy. This matrix has dimension 2N - 1, its coefficients
are polynomials in X of degree at most M, and the coefficients of the first
column are constants. Thus discy(F) is a polynomial of K[X] of degree

On the other hand, discY(F) = 03A01kN(yk-yk’)2 where y1,
2, ...,yN are the roots of F in R, i.e. the classical Puieux expansions of F.
By lemma 1, for each k corresponding to n, there exists at least one k’ such
that OJX(Yk - yk’) &#x3E; (R - 2)/e. And we get the same result if k is

associated with some K-conjugate of n. Since ’ can correspond to a K-con-
jugate of 03C0 too, and since there are ef classical Puiseux expansions of F
corresponding to some K-conjugate of n, at least (ef )/2 among the factors
(Yk - Yk’) of discY(F) are such that OJX(Yk - Yk’) &#x3E; (R - 2)/e.
On the other hand, since F is monic in Y, each k has non-negative

X-order, and thus

But D(X) ~ 0 because F has simple roots in Y, and thus

vx(D(X)) 5 degx(D(X)), i.e.,

as wanted.

REMARK: From the proof of lemma 1, we see that R - 2 may be replaced
by nR-1 in lemma 2, leading to

Pro of. By definition, the relations
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with 03BB(h) and (h) in L, y(h)(X) in L[X] of degree n(h), and e(h)  e, n(h)  nh .
It follows that Nh = N, and Mh  eM + n,-, N. But e  N and
nR-1  2(N - 1)M by the remark following lemma 2, proving that

Mh  NM + 2N(N - 1)M = NM(2N - 1).

End of proof of theorem 5:
In order to compute n, the sub-algorithms SINGULAR-TERM and NEW-
POLYNOMIAL are used R times, with the successive values Fo,
F, , ... , FR- 1 of the parameter F.
The algorithm SINGULAR-TERM with parameter Fh tests the equality

with 0 of at most (Nh + 1) x (Mh + 1) algebraic numbers (the coefficients
of Fh). Other computations (squarefree decomposition of 03A6(Z), com-
putation of Jl and 03B2) can be neglected, so that, by lemma 3, the number of
elementary operations on K needed by this algorithm is bounded by
O(N3M).
The algorithm NEW-POLYNOMIAL essentially computes all the

products 03BCjh03B2kh for j  Mh and k  Nh, which amounts to O(Mh Nh )
multiplications, i.e., O(N3M) multiplications by lemma 3.
And thus Ca is bounded by O(RN3M), or by lemma 2

This concludes the proof of theorem 5.

Conclusion

Let us first notice that both versions of Newton’s algorithm can be applied
2022 when F, as a Y-polynomial, is primitive and square-free,
2022 and when the characteristic of K is a prime number p greater than N.
Every result of the paper remains essentially true with these assumptions,

but is more difficult to state: for example K(C) is no more a field, but a
product of fields, and so on. The algorithm of section 4 is valid under those
assumptions.

Applications of the rational Puiseux expansions are, first, applications of
classical Puiseux expansions. For example:
0 Determination of Puiseux pairs, topological questions about plane

curves [Ph, Ba].
e Dedekind-Weber algorithm to compute the space of functions associ-

ated to a divisor on a curve [Bl]. This algorithm, in turn, can be used for
algebraic integration [Da], absolute factorization of polynomials [Du], and
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in finite characteristic for coding Goppa codes [Go]. However, in many cases
a more "global" algorithm, due to Trager [Tr2], that does not use Puiseux
expansions, can be used instead of Dedekind-Weber algorithm.

But rational Newton’s algorithm has applications on its own, since it leads
to a precise "arithmetical" study of the singularities of the curve over any
base field K of characteristic 0, e.g., K = Q or K = R (cf. section 4.3.).

It is also possible to define a "rational" version of the algorithm for
computing formal solutions of linear differential equations (cf. [To] for the
classical algorithm).
To conclude with, there are at least three reasons to prefer the rational

Newton algorithm to the classical one:
2022 computations are performed in a smaller field,
2022 computations of equivalent expansions are performed together,
2022 and the coefficient field is interesting by itself.
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