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Abstract

This paper presents a lecture on existing algorithms for solving poly-
nomial systems with their complexity analysis from our experiments on
the subject. It is based on our studies of the complexity of solving para-
metric polynomial systems. It is intended to be useful to two groups of
people: those who wish to know what work has been done and those who
would like to do work in the field. It contains an extensive bibliography
to assist readers in exploring the field in more depth. The paper pro-
vides different methods and techniques used for representing solutions
of algebraic systems that include Rational Univariate Representations
(RUR), Grobner bases, etc.
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1 Introduction

Solving algebraic systems of polynomial equations over a given field is a classi-
cal and fundamental problem in algebraic geometry and the symbolic compu-
tation domain. Algebraic systems arise in a number of symbolic and scientific
applications in computer algebra, robotics [36, 15, 71, 72], geometry [32, 57],
physical problems [56, 69, 25|, and chemical reactions [24, 25, 35]
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This paper is a survey on the complexity of algorithms for solving polyno-
mial systems. It is divided into two parts: The first part (Section 2) deals with
existing algorithms in the non-parametric case which in turn is divided into two
subsections: Section 2.1 is dedicated to zero-dimensional systems, Section 2.2
to systems of positive dimension. The second part (Section 3) is devoted to
algorithms for solving parametric polynomial systems. Is is also divided into
several subsections: parametric linear systems (Section 3.1), parametric uni-
variate equations (Section 3.2), zero-dimensional parametric polynomial sys-
tems (Section 3.3), parametric polynomial systems of positive dimension (Sec-
tion 3.4), real solutions of parametric polynomial systems (Section 3.5) and
a parametrization [1] of the Chistov-Grigoryev algorithm [11, 39, 10] (Sec-
tion 3.6).

2 Solving non-parametric algebraic systems

Let K be a global field. An algebraic system (AS for abbreviation) of polyno-
mial equations over K is a finite set of multivariate polynomials fi,..., fi €
K[Xy,...,X,] with coefficients in K. For the complexity analysis aims, we
suppose that the degrees of fi,..., fr w.r.t. Xy,..., X, are less than an inte-
ger d. Solving such a system returns to compute the common zeros of fi,..., fx
in K where K is an algebraic closure of K. Natural questions arise:

1. How can we represent solutions of an AS ?
2. How much is hard to compute such representations of solutions ?

For the moment, one can answer the first question by showing three simple
examples:

Example 2.1 Let the following linear system.:

X+2Y-Z-3 =0
X-Y—-4Z+9 = 0
Y+27—-4 = 0

By the Gaussian elimination algorithm, it is easy to prove that this system has
infinite number of solutions which are given by the following equalities (where
t is a parameter):

X = 3t—5
Y = —t+4
7 =

We can generalize this representation for non-linear systems:



A survey on the complexity of solving algebraic systems 335

Example 2.2 Let the following non-linear system.:

XYZ*— XY +1 = 0
~XY4+X-1 =0
X24+Z4+1 =0

This system is equivalent to the following system (by the computation of a
Grébner basis [7, 15] of the polynomial ideal spanned by the three polynomials
with respect to the lexicographical order):

A+ 73 -7 —~7Z+1 = 0
Y+Z3+72*-1 =0
X—-73-2722+1 =0
The last system has zero dimension, i.e., it has a finite number of solutions.

These solutions are given by the following representation which is called Poly-
nomial Univariate representation (PUR) [70]:

X =60+20°-1

' +60°—6°—-0+1=0, Y =-6-60*+1
Z =40
Example 2.3 Let the following non-linear system.:
X?+XY+Y -1 =0
-X?2+Y?+2X -1 = 0
B3X+Y+47+4+3 = 0

This system has positive dimension, i.e., it has infinite number of solutions.
Solving it returns to decompose its algebraic variety (i.e., its solutions set) into
two irreducible components Vi (dimension 0) and Vy (dimension 1) which are
defined by:
X +1 =0
Vi —X+Z =0
-X+Y+1 =0

V- X+Y -1 =0
>\ Y+Z =0
Solutions of the system in Vi or in Va can easily represented by PURs as in
Ezxamples 2.1 and 2.2.

Algebraic varieties are fondamental objects in algebraic geometry, their de-
composition into simple objects (i.e., discrete finite sets as in Example 2.2 or
irreducible components as in Examples 2.1 and 2.3) reduces them and facili-
tates their manipulation for geometric computations.

The second question relies on the complexity analysis of algorithms that
compute representations of solutions of polynomial systems. We will return
to this question in detail when we consider complexity aspects of existing
algorithms in the next sections.
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2.1 Solving zero-dimensional algebraic systems

The elimination theory is the oldest theory that is used to solve polynomial
systems by eliminating unknown variables: one by one [77] or all at once [14, 44,
12, 18, 23, 80, 67]. It reduces an AS to an equivalent one more easy to solve
by successive evaluations of polynomials (for triangular systems [3, 73, 17])
or/and by computing roots of univariate polynomials (see Example 2.2). This
theory includes the well-known Gaussian elimination procedure and the theory
of resultants. It goes back to Kronecker (see e.g. [65]) and Macaulay [61]:
For any 1 < i < k, let f; to be the homogenization of f; by introducing
a new variable Xy. If the system fl = ... = fn = 0 is zero-dimensional
then one can compute a homogeneous polynomial R € K[Uy,...,U,] (where
Uy, ..., U, are new variables), called the U-resultant of the system, such that
there is a bijective correspondence between the solutions of the system in the
n-dimensional projective space P"(K) (with their multiplicities) and the linear
forms factors of R, i.e., for each linear form L = §Uy + - - - + &,U, factor of R
in K[Uy,...,U,], the point (& : ---:&,) € P*(K) is a solution of the system,
its multiplicity is equal to that of L as a factor of R (see [61, 77, 53, 39, 9]). If
k = n, Macaulay has associated to the system f; = --- = f, = 0 a polynomial
R (in the coefficients of fi, ..., fn), called the resultant of the system, such that
R = 0if and only if the system has solutions in P"(K). This is a generalization
of the Sylvester resultant of two univariate polynomials.

A double-exponential complexity bound d*" is known in Kronecker’s works
for solving zero-dimensional polynomial systems (see e.g., Collins [14] and
Heintz [44]). Lazard [53] has described a method for computing U-resultant
of zero-dimensional systems of homogeneous equations that is based on the
reduction of matrices. Its complexity is of order d°, being polynomial in the
number of solutions.

When the ground field K is a finite extension of purely transcendental
extension of its prime field, Chistov and Grigoryev [11, 39, 10] have published
an algorithm which combines the computation of the U-resultant of the system
fi =---= f,, = 0 with the primitive element theorem (Shape Lemma) [29, 50,
2] to decompose the finite set of the solutions of the system into a finite number
of classes Ci,...,Cs such that for each class C among them, the algorithm
computes univariate polynomials ¢, By, ..., B, € K[Z] (where Z is a new
variable), an integer jo, 0 < jo < n and a power p” of the characteritic p of K
which satisfy the following properties:

e ¢ is separable and irreducible over K.
e The equation X, = 0 has no solutions in C.

e A Polynomial Univariate Representation (PUR) of the elements of C is
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given by
pl/
(&) =500)
¢(0) =0, :
pl/
(%) =50
This reads as follows: for each solution (& : --- : &,) € P"(K) of the
system in C, the fractions (f—3> are obtained by the computation of the
J0

roots of ¢ in K and by an algorithm for extracting p”-th roots of elements
from K. In particular, the cardinal of C is equal to the degree of ¢.

The complexity of this algorithm is pd°™, being polynomial in its outputs.
This kind of representations of solutions has been early obtained by Kronecker
(see e.g. [65]) and has been known later by RUR (Rational Univariate Rep-
resentation) [70] (see also [8, 68, 2, 6]). In contrary to PURs, in RURs the
above polynomials By, ..., B, are in fact rational functions in Z. If K has
characteristic zero or strictly positive under some conditions, the algorithm
of [70] has complexity d°™ | being polynomial in the number of solutions of
the system.

When the input polynomials are represented by Straight-line programs [50],
probabilistic geometric algorithms exist in [30, 31, 46] with polynomial com-
plexities. These algorithms compute geometric resolutions that give also ra-
tional univariate representations of the solutions.

In 1965, Bruno Buchberger (see e.g. [7]) has invented Grébner bases which
transform an input polynomial system into a triangular one. They form a
generalization of the Gaussian elimination algorithm to non-linear systems and
the euclidean algorithm to multivariate polynomials [54, 13]. A good overview
of Grobner bases and their applications can be found in the books of Cox et.
al. [15, 16]. The complexity of computing Grobner bases of zero-dimensional
polynomial ideals is d°™, being polynomial in the size of the polynomials
which define the input ideal [54, 51, 22]. This bound is improved later in [43]
and it becomes polynomial in max{S, D"} where S is the size of the inputs
polynomials which are given by dense representation and D is the arithmetic
mean value of their degrees.

Algorithms for reducing an arbitrary zero-dimensional AS to a finite set of
triangular systems are described in [55, 3] and in [78] for characteristic sets.

Linear algebra are also used to solve zero-dimensional polynomial sys-
tems by manipulating linear algebra methods in the finite K-algebra A =
K[Xy,...,X,]/(f1,..., fr) in order to describe the set of solutions of the sys-
tem: a simple way is to compute the eigen values of all the endomorphisms
. of the algbra A (1 < i < n), where ®x, is the multiplication operator by
X, in A. Then zeros of the system are obtained by evaluating the polynomials
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fi,-., fron (A, ..., \,) where )\; is an eigen value of @, by the fact that for
any f € K[Xy,...,X,], the eigen values of @ are the f(&£) where ¢ is a solution
of the system. The complexity of this method is very large. There are other
methods which compute eigen vectors of the endomorphisms of multiplication
in A (see [4, 63, 16, 19]).

2.2 Solving algebraic systems of positive dimension

When the system f; = --- = fi = 0 has positive dimension, its resolution
returns to decompose the algebraic variety V.= V(fi,..., fi) C K" into its
irreducible components and to give computational methods to represent these
components. Algebraically, this returns to the primary decomposition of the
ideal I spanned by fi,..., fx.

In 1983, Chistov and Grigoryev [11, 10, 39] have described an effective
algorithm which decomposes an arbitrary projective variety (e.g., the variety
V= V(f Tyones fk) C P"(K) defined by the homegenous polynomials of Sec-
tion 2.1) into its irreducible components when K is a finite extension of purely
transcendental extension of its prime field. Each component W is given by the
two following ways:

e An effective generic point (see [83, 66, 52, 11, 10, 39] and below).

e A finite set of homogeneous polynomials that define W.

The algorithm computes the codimension m of W with a transcendental
basis t1, . .., t,—m of K(W) over K where K (W) is the field of rational functions
over W. An effective generic point of W is defined by the following fields
isomorphism:

X‘ X XO pY X pY
Kt )] K( oo J"*’",(—) ( ”) )CK

which is given by the following items:

e An integer 0 < s < n which is selected in such a way that the variety W
is not contained in the hyperplane defined by the equation X, = 0.

e The elements X;/X; are rational functions over W. In addition, 7(¢;) =
X,/ X for 1 <i < n—m with the convention that p” = 1 if char(K) =0
and v > 0 if char(K) =p > 0.

e A linear combination 6 = a1 X, / X5+ - -+ - Xj, ,./Xs where o; € Z
and 0 < «a; < deg(W) (see [11, 10, 39]) if char(K) = 0 and o € H
where H D F, is a finite extension of sufficiently large cardinality if
char(K) =p > 0.
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e The minimal polynomial ¢(Z) € K(t1,...,t,—m)[Z] of 6 over the field
K(t1,...,tn—m). This polynomial has to be separable.

e For each 1 <i < n, a polynomial B; € K(t,...,t,_m)[0] such that
(/X)) = B

This gives a rational univariate representation of the elements of W sim-
ilar to that of zero-dimensional polynomial systems of Section 2.1 but
with extra parameters ti,...,t,_,, to represent the infinite number of
solutions of the system in W (see Examples 2.1 and 2.3). In fact, when
V has dimension zero (in this case m = n), we find again the RUR of
Section 2.1.

In addition, the algorithm computes bounds on the degrees and the binary
lengths of the output polynomials. It is based on a polynomial algorithm
for factoring multivariate polynomials over K [11, 10, 39]. Its complexity is
polynomial in dm*.

Geometric resolutions of polynomial systems of positive dimension are given
by Giusti et. al. [31, 33]. They include a rational univariate respresentation of
the solutions as above in Chistov-Grigoryev algorithm.

Dynamic evaluation [65] are also used for solving algebraic systems of poly-
nomial equations.

In 1988, Gianni et. al. [27] have used Grobner bases and quotient ideals

of the polynomial ring K[X7,...,X,] to compute a primary decomposition
of the ideal I =< fi,..., fr > (see also [15, 19]). The factorization of the
polynomials fi, ..., fx, combined with the Buchberger’s algorithm give also a

decomposition of the variety V' [37, 38]. Note that it is well-known [62] that
the lower bound of the complexity of computing Grébner bases for polynomial
ideals of positive dimension is double-exponential in n.

In 1990, Giusti and Heintz [28] have described a well-parallelizable algo-
rithm for decomposing the variety V' into equidimensional components and ir-
reducible components. The sequential complexity of their algorithm is k5 dO™?).
Later in 1993 [29], they give another well-parallelizable algorithm which com-
putes the dimension, the geometric degree and the isolated points of V' in
polynomial sequential time in the size of the outputs. In 1999, Elkadi and
Mourrain [20] have proposed also a probabilistic algorithm based on the Be-
zoutian matrices with the same complexity bound.

In 2000, Lecerf [59, 60] has presented an algorithm which computes a ge-
ometric resolution for each equidimensional component of V' with polynomial
complexity in kd”. In 2002, Jeronimo and Sabia [47] have also proposed a
probabilistic algorithm which represents each equidimensional component of
V by a set of (n + 1) polynomials of degrees < d". These polynomials are
coded by straight-line programs with polynomial lengths in kd".
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Sommese et. al. [76] have given a numeric algorithm for decomposing V'
into irreducible components. For each component W, a finite subset of W of
cardinal equal to the geometric degree of W and a finite family of polynomials
which defines W are computed by the algorithm. In particular, the algorithm
gives the set of isolated points of V.

3 Solving parametric algebraic systems

Let K be a global field. A parametric algebraic system of polynomial equations

over K is a finite set of multivariate polynomials Fi, ..., Fj, € Klus, ..., u.][Xq,. ..

with polynomial coefficients in the variables u = (uy, ..., u,) (the parameters)
over K. For the complexity analysis aims, we suppose that the degrees of
Fi,. . F,wrt. Xq,..., X, are less than d. Solving such a system returns to
determine the values of the parameters in the parameters space P = K for
which the associated polynomial systems have solutions in K - (we call them
consistent systems). However, when the system is consistent, it is sometimes
necessary to describe the set of its solutions uniformly in these values of the
parameters (see Example 3.1 and Section 3.6). In the sequel, let us adopt the
following notation: for a polynomial g € K (uy,...,u,)[Xo, ..., X,] and a value
a = (ai1,...,a,) € P of the parameters, we denote by ¢(® the polynomial of
K[X1, ..., X,] which is obtained by specialization of u by a in the coefficients of
g if their denominators do not vanish on a, i.e., ¢ = g(ay, ..., a,, X1,..., X,).

Parametric polynomial systems come from real-life problems as geomet-
ric [32, 57], optimization [81] and interpolation [71, 72, 35] ones, or physical
problems [56, 69, 25|, chemical reactions [24, 25, 35] and robots [36, 15, 71, 72].
In the literature, there are different algorithms for solving such parametric
systems. They differ by the way that solutions are represented and by their
complexity bounds.

Example 3.1 Consider the following parametric polynomial system from [7,
79, 25]:

X4 — Uy + Uy = 0

X4+X3+X2+X1—U4—U3—U1 =0

XXy + X1 X4+ XoXs+ Xq X5 —ujug — ugusz — usug =0
X1 X3X4 —uwqugug =0

In Section 3.6, we will see that one can decompose C* into three contructible
sets Vi, Vo and Vs given with their associated parametric Polynomial Univari-
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ate Representations as follows:

(V1 = {up — uy # 0},
03 — ab? + B0 — ujusuy = 0,

_ 1 2 «a 8
Xl - _u27U40 + u27u49 - Up—uq
_ 1 2 Jd
X2 - uz—U40 u2—u4€ + U2 —U4
X3=10

( Xy = uy —up

Vo = {ug — ug = 0, wquguy # 0},  no solutions.

(V3 = {ug —uy =0, uyuzuy = 0},

02 — (ui +uj +uj — 28) =0,
Xy =—10—t+2

X2:t
X;=30+%
X4:O

\
where a = uy + uz + uyg, B = ujug + uruz + uzuy, & = uy + uy + uz and
B = ugus + urus + ugtiz — Uty + U

Remark that for any specialization (ay,...,as) of the parameters in Vy, the
associated system has three solutions which correspond to the three roots aq, as
and a4 of the equation 0 — af? + 30 — uyusuy = 0. For (ay,...,a4) € Vs, the
associated system has dimension 1.

3.1 Solving parametric linear systems

Let us begin by the case of parametric systems of linear equations i.e. when
F; has degree 1 w.r.t. Xy,..., X, forall 1 <i<k.

In 1983, Heintz [44] has parametrized the Gaussian elimination algorithm
for solving linear systems (see also p. 24-25 of [12], p .14-15 of [40] and [5]). Its
complexity is polynomial in n and exponential in r (see [44]). Later W. Sit [74,
75] has given another algorithm based on the computation of Grobner bases.
These algorithms decompose P into a finite number of constructible sets such
that for each set V among them, they compute (s+ 1) vectors Zy, Z1, ..., Zs €
K(uy,...,u,)" where Zj is a generic particular solution the input parametric
linear system and {Z;,..., Z,} is a generic basis of the solution space of the
associated parametric homogeneous system i.e., for all a € V', we have:

e The denominators of the entries of 7y, Z1, ..., Z, don’t vanish on a.

° Z(()a) is a particular solution of the linear system specialized on a and
the set {2\, ..., Z\”} is a basis of the associated homogeneous linear
system.
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3.2 Solving systems of parametric univariate polyno-
mial equations

When n = 1, Grigoryev (see Lemma 1 of [40]) has introduced an algorithm
for solving parametric univariate polynomial equations by the construction of
generic greatest common divisors (GCD) for finite set of parametric univariate
polynomials. The complexity of this algorithm is polynomial in k£ and d and
exponential in 7. In Chapter 1 of [6], there is a parametrization of the well-
known euclidean algorithm. These two algorithms decompose P into a finite
number of constructible sets pairwise disjoint. For each set V among them,
they compute a parametric polynomial g € Kluy, ..., u,][X;] which satisfies
the following property:

e For any a € V, the polynomial ¢/ € K[X;] is a GCD of Fl(a), cee F,Ea) S

K[X].

3.3 Zero-dimensional case

Several algorithms are destinated to the resolution of zero-dimensional para-
metric polynomial systems. Among the tools and techniques used, one dis-
tinguishes the Newton-Hensel operator [71, 72, 45], the parametric Grobner
bases computation [41, 64], the parametric triangular sets [17, 73] and the
discriminant varieties [58].

3.3.1 Parametric geometric resolution [71, 72, 45]

A Parametric geometric resolution of the system (F1, ..., F}) is a description of
the solutions by a parametric polynomial univariate representation as follows:

X, = B(0)

where ¢, By, ..., B, € K(uy,...,u.)[Z].

In his PhD thesis, Schost [71, 72] has given a probabilistic algorithm for
computing parametric geometric resolution of zero-dimensional parametric
polynomial systems with complexity d°™. This algorithm computes also
the equation of the hypersurface S subset of P where the specialization fails,
i.e., Va € S, at least one of the denominators of the coefficients of ¢, By, ..., B,
vanishes on a. For a ¢ S, the solutions of the system Fl(a) =...=F"=0are
obtained by a specialization of the parameters on a in the parametric geometric
resolution. The degree of this equation is bounded by d°™.

Note that an RUR from [70, 31, 30, 2] on the field K(uq,...,u,) gives a
parametric geometric resolution.
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3.3.2 Parametric Grobner bases

Grobner bases form a practical tool to solve algebraic sytems [7, 15, 21]. In
2000, Grigoryev and Vorobjov [41] (also Montes [64]) give algorithms for com-
puting parametric Grobner bases for zero-dimensional polynomial systems.
They compute a partition of P into a finite number of constructible sets
and for each set V among them, they compute polynomials Gy,...,Gs €
K(uy,...,u)[Xy,...,X,] which satisfy the following properties:

e The rational coefficients of Gy,...,Gs in K(uy,...,u,) are well-defined
in V.

e For any a € V, the set {G§“),...,G§“)} C K[Xy,...,X,] is a reduced
Grobner basis of the ideal spanned by Fl(a), . F,ia) in K[X1,...,X,]
w.r.t. a certain fixed monomial order on X,..., X,,.

e The vector of the multiplicities of the system is constant in V and it is
computed by the algorithm.

The complexity bound of the algorithm of [41] is d°*") when the input poly-
nomials are coded by dense representation. Note that if r = ("Zd) (i.e., each
coefficient of the polynomials F},..., F; is a parameter) and d = n, Grig-
oryev [42] has constructed a double-exponential (in n) number of vector of
multiplicities, i.e., a double-exponential number of elements of a partition of
the parameters space. This gives a double-exponential lower bound on the
complexity of solving parametric zero-dimensional polynomial systems.

3.3.3 Parametric triangular sets [17, 73]:

For k = n, there is a probabilistic algorithm in [17] which computes a para-
metric triangular set {T1,...,T,} C K(uy,...,u,)[Xy,...,X,] equivalent to
the input system (Fy, ..., F,). The degrees of T, ..., T, w.r.t. uy,...,u, are
bounded by 2d?", however in [73], they were bounded by d°*).

This algorithm computes also an hypersurface S € K defined by a polyno-
mial of degree < d" such that Va ¢ S, the denominators of the the coefficients
of Ty,...,T, don’t vanish on a and V(Tl(a), . ,Té“)) = V(Fl(a), ce Féa)). Its
complexity is d°), being polynomial in the size of the output.

3.3.4 Discriminant Varieties [58]

The discriminant variety is a generalization of the discriminant of a univariate
polynomial and contains all those parameter values leading to non-generic
solutions of the system.
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Let 7 be the projection of K" on the parameters space P. A discriminant
variety of the system (F},..., Fy) is a subvariety W of P such that for any
open set U of P\ W, the restriction of m on 7~ '(U) NV (Fy,...,Fy) is an
analytic covering of U.

The minimal discriminant variety of the system ([}, ..., Fy) is the intersec-
tion of all its discriminant varieties. Lazard and Rouillier [58] have proposed an
efficient algorithm for computing minimal discriminant varieties. The degree
of these varieties and the complexity of the algorithm are single exponential
in n.

3.4 General case

This section covers the two cases: zero-dimensional and positive dimension.

3.4.1 Parametric geometric resolution [32]

Under some conditions on the system (Fy, ..., F), the algebraic Zariski closure
of the subset of P where associated systems are consistent (i.e. the consistent
locus of the system) is an hypersurface of P. A polynomial equation of minimal
degree that defines this hypersurface is given in [32]. This is achieved by appli-
cation of the geometric resolution method [31, 33] on the system (F}, ..., Fy).
A description of a generic solution of the system is given by a RUR for values
of the parameters in this hypersurface.

3.4.2 Parametric Grobner bases

Grobner bases compute also consistent locus by eliminating the variables Xy, .. .,
For a parametric system (F7,..., Fy), one proceeds in one of the following two
ways:

e Compute a Grobner basis of the ideal spanned by Fi, ..., Fj in K (uy,...,u,

w.r.t. a certain monomial order on the monomials in X, ..., X,,.

e Compute a Grobner basis of the ideal spanned by Fi, ..., Fyin K[uq,...,u,, X1, ...
w.r.t. a certain monomial order on the monomials in wuq, . .., u,, X1,..., X,.

By each one of these two strategies, we can compute a constructible subset
of P where the specializations of the parameters give Grobner bases of the
specialized ideals [48, 26, 34, 35, 15, 49].

In 1991, Weispfenning has introduced the notion of comprehensive Grobner
bases [79, 81] which decompose P into constructible sets, each of them with
a generic Grobner basis. Thus, we are able to compute conditions on the
parameters when the associated systems have no solutions, a finite number
of solutions, have dimension s where s is an integer or the existence of real

X, [15].

)X, ...

7Xn]

7XTL]
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solutions. Note that there is no complexity analysis for the construction of
comprehensive Grobner bases in [79, 81].

3.4.3 Parametric triangular and characteristic sets

For a parametric system of polynomial equations and inequations, Gao and
Chou [25] have described the consistent locus of P by decomposing it into a
finite number of constructible sets such that for each of them, they compute
a parametric triangular set of polynomials which represents the generic solu-
tions of the input system. In particular, the dimension of the input system is
constant in each constructible set. Note that there is no complexity study of
this computation in [25].

Implementations of methods based on the computation of characteristic
sets are done in [78].

3.5 Real solutions of parametric systems

For a parametric univariate polynomial F' € Rluy, ..., u,][X], there is an al-
gorithm in [82] which decomposes P into semi-algebraic sets such that the
number of distinct real roots of F' and their multiplicities are constant in each
semi-algebraic set. There is no complexity bounds in [82].

Lazard has studied the number of real solutions of parametric systems of
polynomial equalities and inequalities [57, 58, 56]. Gatermann [24] has given
conditions on the parameters for which a special parametric system comming
from chemistry has three positive real solutions.

3.6 Parametric PURs

In our PhD thesis [1], we have described an algorithm for decomposing alge-
braic varieties defined by parametric homogeneous equations into irreducible
components uniformly in P. This algorithm is a parametrization of that of
Chistov-Grigoryev [11, 10, 39]. Let K be a finite extension of purely transcen-
dental extension of its prime field and Fy, ..., F, € K[uy, ..., u][Xo, ..., X,]
be the homogeneous polynomials of Fi,..., Fy. In [1], there is an algorithm
which deomposes P into a finite number of constructible sets such that for
each set V among them, the following properties hold:

e The number of absolutely irreducible components is constant in V), i.e.,
for any a,b € V, the number of absolutely irreducible components of the
variety V(E™, ..., F) is equal to that of V(F" ... E).

e For each absolutely irreducible components W of codimension m, the
algorithm computes a basis Yj,...,Y, of the space of linear forms in
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Xo, ..., X, with coefficients in H (where H = Q if char(K) = 0 and
H D F, is a finite extension of F, if char(K) = p > 0) such that W is
represented by a parametric representative system and by a parametric
effective generic point (parametric PUR) as follows:

Parametric representative system:

The algorithm computes polynomials ¢, . .., ¥y € K(C,u,...,u,.)[Yo,...

homogeneous in Yy, . . ., Y, and a polynomial xy € K (uy, ..., u,)[C] (where
C is a new variable). For each a € V, there exists ¢ € K, a root of
x'@ € K[C] such that the denominators of the coefficients of x and ;
don’t vanish on a and (¢, a) respectively and the homogeneous polyno-

mials %c,a)’ . ,zﬁj(\(;’a) € K[Yp,...,Y,] define the component W, i.e.,
W =vee ) c PrEK).

Parametric PUR:

The algorithm computes polynomials ¢, By, ..., B, € K(C,uy,...,u.)(ty,...

where {t1,...,t,_m} is a transcendence basis of K (W) over K. For each
a €V, there exists ¢ € K, a root of x(* such that the denominators of
the coefficients of ¢, By, ..., B, don’t vanish on (c¢,a) and a parametric
Polynomial Univariate Representation of elements of W is given by:

pV c,a
(%) = B 1y, . by, 0)
P (ty, .ty 0) =0, :

v

p ca
<§//_Z) - Bﬁz )(tlw“vt”—m’e)

where p” = 1 if char(K) = 0 and v > 0 if char(K) = p > 0. The variety

W is not contained in the hyperplane V(Y;) C P™"(K).

In addition, the algorithm computes bounds on the degrees and the binary
lengths of the output polynomials. It is based on algorithms for computing
parametric GCDs (Section 3.2) and factoring parametric multivariate polyno-
mials over K. Its complexity is double-exponential in n.

4 Conclusion

In this paper, we have presented an overview on the complexity of solving sys-
tems of polynomial equations. Different methods for representing solutions of
polynomial systems (for different dimensions) are given with their complexity
analysis for parametric and non-parametric polynomial systems. In anyway,
this paper reflects our point of view on the problem and is not considered as

9 tn*m) [Z]
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an exhaustive paper on the historic of the problem.
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