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Research themes and team members

- **Symbolic computation**: computing exact solutions of algebraic problems on computers with applications to sciences and engineering.
- **High-performance computing**: making best use of modern computer architectures, in particular hardware accelerators (multi-cores GPUs)
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Solving polynomial systems symbolically

Let $R := \text{PolynomialRing}([x, y, z]); F := [5x^2 + 2x^4 z^2 + 5y^6 + 15y^4 + 5z^2 - 15y^5 - 5y^3, 5x^2 + 2xz^2 + 5y^6 + 15y^4 + 5z^2 - 15y^5 - 5y^3]$.

\[
\begin{align*}
\text{RealTriangularize}(F, R, \text{output} = \text{record}); \\
\{ & \begin{array}{l}
5x^2 + 2z^2 x + 5y^6 + 15y^4 - 5y^3 - 15y^5 + 5z^2 = 0 \\
25y^6 - 75y^5 + 75y^4 - z^2 - 25y^3 + 25z^2 < 0
\end{array}, \\
& \begin{array}{l}
5x + z^2 = 0 \\
25y^6 - 75y^5 + 75y^4 - z^4 + 25z^2 = 0 \\
64z^4 - 1600z^2 + 25 > 0 \\
z \neq 0 \\
z - 5 \neq 0 \\
z + 5 \neq 0
\end{array}, \\
& \begin{array}{l}
x = 0 \\
y - 1 = 0 \\
z = 0
\end{array}, \\
& \begin{array}{l}
x = 0 \\
y = 0 \\
z = 0
\end{array}, \\
& \begin{array}{l}
x + 5 = 0 \\
y - 1 = 0 \\
z + 5 = 0
\end{array}, \\
& \begin{array}{l}
5x + z^2 = 0 \\
2y - 1 = 0 \\
64z^4 - 1600z^2 + 25 = 0
\end{array}
\end{align*}
\]

Figure: The \textit{RegularChains} solver designed in our UWO lab is at the heart of \textit{Maple}, which has about 5,000,000 licences world-wide.
Application to mathematical sciences and engineering

New Maplesoft project for Toyota leverages symbolic computation in control systems engineering

Maplesoft

February 4, 2013

Follows development of highly successful model simplification tools using Maplesoft technology

Waterloo, Canada; 4 February 2013: Maplesoft today announced that its ongoing partnership with Toyota Motor Engineering & Manufacturing North America, Inc. has been expanded to include a new project. This project will see the leading car manufacturer use new symbolic computation methods in robust control design, with a strong focus on methods for linear, nonlinear, and parametric systems. Maplesoft technology is rooted in strong symbolic computation techniques, making it an appropriate choice for Toyota.

The main goal of the new Symbolic Control project is groundbreaking research that leads to the implementation of symbolic design and analysis methods for linear, nonlinear, and parametric robust control. The new research will allow developers to consider system nonlinearities, modeling inaccuracies, and parametric uncertainties in the design process. As a result, Toyota expects to shorten development time while maintaining high quality results.

This new project follows the completion of another successful Maplesoft project for Toyota, which saw high-end research and implementation of new methods for model simplification and preprocessing of high level acausal dynamical models. Simplification enables the conversion of high-level descriptive models into smaller executable models for faster execution and provides for better analysis, higher efficiency, and more accurate simulation. Model simplification allows engineers to focus on describing the physical properties of the system in an equation-based manner. It also makes use of the power of mathematical equations to better manage models, so engineers obtain the optimal results faster.

Figure: Toyota engineers use our software to design control systems
int main()
{
  int sum_a=0, sum_b=0;
  int a[5] = {0,1,2,3,4};
  int b[5] = {0,1,2,3,4};
  #pragma omp parallel
  {
    #pragma omp sections
    {
      #pragma omp section
      {
        for(int i=0; i<5; i++)sum_a += a[i];
      }
      #pragma omp section
      {
        for(int i=0; i<5; i++)sum_b += b[i];
      }
    }
  }
}

void fork_func0(int* sum_a,int* a){
  for(int i=0; i<5; i++)(*sum_a) += a[i];
}

void fork_func1(int* sum_b,int* b){
  for(int i=0; i<5; i++)(*sum_b) += b[i];
}

int main()
{
  int sum_a=0, sum_b=0;
  int a[5] = {0,1,2,3,4};
  int b[5] = {0,1,2,3,4};
  meta_fork shared(sum_a)
  {
    for(int i=0; i<5; i++)sum_a += a[i];
  }
  meta_fork shared(sum_b)
  {
    for(int i=0; i<5; i++)sum_b += b[i];
  }
  meta_join;
}

Our lab develops a compilation platform for translating parallel programs from one language to another; above we translate from OpenMP to CilkPlus through MetaFork. This project is supported by IBM Canada.
High-performance computing: automatic parallelization

Serial dense univariate polynomial multiplication

for(i=0; i<=n; i++){
    for(j=0; j<=n; j++)
        c[i+j] += a[i] * b[j];
}

Dependence analysis suggests to set \( t(i, j) = n - j \) and \( p(i, j) = i + j \). Then, the work is decomposed into blocks having good data locality.

GPU-like multi-threaded dense univariate polynomial multiplication

meta_for (b=0; b<= 2 n / B; b++) {
    for (u=0; u<=min(B-1, 2*n - B * b); u++) {
        p = b * B + u;
        for (t=max(0,n-p); t<=min(n,2*n-p) ;t++)
            c[p] = c[p] + a[t+p-n] * b[n-t];
    }
}

We use symbolic computation to automatically translate serial programs to GPU-like programs.
Research projects with publicly available software

- www.bpaslib.org
- www.metafork.org
- www.cumodp.org
- www.regularchains.org
Courses

CS 6652: Symbolic solvers (not this year)
- Driving application: automatic parallelization
- Related topics: scientific computing, program analysis, computer algebra, linear & non-linear optimization
- Objects of study: exact representation of real numbers on computers, real or integer solutions of (parametric) polynomial systems
- Languages: Maple, C/C++.

CS 9635/4402: Parallel Computing (this year)
- Multi-core, GPGPU, hierarchical memory,
- Fork-join concurrency, SIMD, message passing
- Parallel algorithms: design and complexity analysis
- Scheduling (work-stealing scheduler) and synchronization
- Languages: Julia, CilkPlus, CUDA, MPI.