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Abstract. Local bifurcation analysis of singular smooth maps plays a
fundamental role in understanding the dynamics of real world prob-
lems. This analysis is accomplished in two steps: first performing the
Lyapunov-Schmidt reduction to reduce the dimension of the state vari-
ables in the original smooth map and then applying singularity the-
ory techniques to the resulting reduced smooth map. In this paper, we
address an important application of the so-called Extended Hensel Con-
struction (EHC) for computing the aforementioned reduced smooth map,
which, consequently, leads to detecting the type of singularities of the
original smooth map. Our approach is illustrated via two examples dis-
playing pitchfork and winged cusp bifurcations.
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1 Introduction

Consider the smooth map
¢ :R"xR™ — R" &(x,ax) =0, (1)

where the vectors x = (z1,...,2,) and & = (a1, ..., Q,) represent state vari-
ables and parameters, respectively. We assume that ¢(0,0) = 0. The smooth
map & is called singular when det(d®),0y = 0. The local zeros of a singular
map may experience qualitative changes when small perturbations are applied to
the parameters . These changes are called bifurcation. Local bifurcation anal-
ysis of zeros of the singular smooth map plays a pivotal role in exploring the
behaviour of many real world problems [4}7,|8/10]. Lyapunov-Schmidt reduction
is a fundamental tool converting the singular map into g : RP x R™ — RP
with p = n—rank(d®o,0). The reduction is achieved through producing an equiv-
alent map to made up of a pair of equations and making use of the Implicit
Function Theorem. This solves the n — 1 variables of x in the first equation;
thereafter, substituting the result into the second one gives an equation for the
remaining variable. It is proved that the local zeros of the map g are in one-
to-one correspondence with the local zeros of @; for more details see |8, Pages
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25-34]. Hence, the study of local zeros of (1)) is facilitated throught treating their
counterparts in g. Singularity theory is an approach providing a comprehensive
framework equipped with effective tools for this study. The pioneering work of
René Thom established the original ideas of the theory which was then exten-
sively developed by John Mather and V. I. Arnold. The book series [8] written
by Marty Golubitsky, Ian Stewart and David G. Schaeffer is a collection of sig-
nificant contributions of the authors in dealing with a wide range of real world
problems using singularity theory techniques as well as explaining the underlying
ideas of the theory in ways accessible to applied scientists and mathematicians
particularly those dealing with bifurcation problems in the presence of param-
eters and symmetries. The singularity theory tools are applied to the problems
that have emerged as an output of the Lyapunov-Schmidt reduction. Following
[8, Page 25], we focus on the reduction when rank(d®¢o) =n—1, m = 1 and
refer to a; = A as the bifurcation parameter. In other words, we consider the
following map

g:RxR—R g(z,\)=0. (2)

Two smooth maps are regarded as germ-equivalent when they are identical on
some neighborhood of the origin. In fact, a germ-equivalence class of a smooth
map is called a germ. We denote by &, » the space of all scalar smooth germs
which is a local ring with Mg, , = (x,\)s, , as the unique maximal ideal;
see also |8, Page 56] and [4, Page 3|. Due to the existence of germs with
infinite Taylor series and flat germs (whose Taylor series is zero), there does
not exist a computational tool to automatically study local bifurcations in & ».
This has motivated the authors of [4] to propose circumstances under which
the computations supporting the bifurcation analysis in & x are transferred to
smaller local rings and verify that the corresponding results are valid in &, ». For
instance, the following theorem permits the use of formal power series K[z, \]]
ring as a smaller computational ring in computation of algebraic objects involved
in the analysis of bifurcation.

Theorem 1. ( (4, Theorem 4.3]) Suppose that {f;}™, € &y r. For k,N € N
with k < N,

Mo € VA IV fod ki W M, S (fioee s ),

where MF = (2\°2 : oy + ay = k) and JV f; is the sum of terms of degree N
or less in the Taylor series of f;.

This, along with other criteria in [|4}/6], highlights the importance of alterna-
tive rings in performing automatic local bifurcation analysis of scalar and Zo-
equivariant singularities.

The work presented here addresses one of the applications of the so-called
Extended Hensel Construction (EHC) invented by Sasaki and Kako, see [12].
We show that the EHC can be used in computing the reduced system g € & x,
which, as a result, leads to determining the type of singularity hidden in system

().
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This EHC has been studied and improved by many authors. In particular, the
papers [113] present algorithmic improvements (where the EHC relies only linear
algebra techniques and univariate polynomial arithmetic) together with appli-
cations of the EHC in deriving real branches of space curves and consecuently
computing limitis of real multivariate rational functions. The same authors im-
plemented their version of the EHC as the ExtendedHenselConstruction com-
mand of the PowerSeries library El,

The EHC comes into two flavors. In the case of bivariate polynomials it be-
haves as Newton-Puiseux algorithm while with multivariate polynomials it acts
as an effective version of Jung-Abhyankar Theorem. In both cases, it provides
a factorization of the input object in the vicinity of the origin. We believe that
this capabiliy makes the EHC a desirable tool for an automatic derivation of
the zeros of a polynomial system locally near the origin. The rest of this paper
is organized as follows. In Section [2} some of the ideas in singularity theory are
reviewed. We then discuss the EHC procedure followed by an overview on the
PowerSeries Library. Finally, our proposed approach is illustrated through two
examples revealing pitchfork and winged cusp bifurcations.

2 Background

2.1 Concepts from singularity theory

In this section we explain the materials required for defining recognition problem
of a singular germ. These concepts are accompanied by examples. We skip the
technical details of singularity theory-related concepts as they are beyond the
scope of this paper. The interested readers are referred to [4}5,/8] for the prin-
cipal ideas, algebraic formulations and automatic computation of the following
objects.

Contact equivalence. We say that two smooth germs f,g € &, \ are contact

equivalent when

is held for a smooth germ S(z, A) € &, x and local diffeomorphisms ((z, \) —
(X (z,)), A(N\))) : R? — R? satisfying

S(x, A), Xy(z, A), A(X) >0

Normal form. Bifurcation analysis of local zeros of g in[2]requires computing a
contact equivalent germ to g which has simpler structure and makes the analysis
efficient. Indeed, each step of this analysis, for instance recognition problem, in-
volves normal form computation. To be more precise, the simplest representative
of the class of g € &, » under contact equivalence is called a normal form of g.

! nttp://www.regularchains.org/downloads.html
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Ezample 1. Consider the smooth germ g(z,\) = sin(z3) — Az + exp(A3) — 1 €
&z 1. Note that g(0,0) = %g(o, 0) = 0; therefore, the origin is the singular point
of g. The procedure in |4, Section 6] returns #® — Az as the normal form of g
denoted by NF(g). The equation 3 — Az = 0 is called the pitchfork bifurcation
problem and the bifurcation diagram for pitchfork is defined by the local variety
{(z,\) | > — 22X = 0}. When X smoothly varies around the origin, the number
of solutions of the pitchfork bifurcation problem changes from one to three; see

Figure [T}
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Fig. 1. Figures (a) and (b) depict the bifurcation diagrams of g and NF(g), respectively.

Now, modulo monomials of degree > 5, we compute the transformation
(X (z,A), S(z, A), A(X)) through which g is converted into NF(g) in (3).

X(z,\) i= 24+ N+ v+ Mo+ A2 4 28,
S(x,A) :=1— X+ 2z + 22,
AA) ==\

Recognition problem. Let g € &,  be a singular germ. Recognition problem
for a normal form of g computes a list of zero and non-zero conditions on deriva-
tives of a singular germ f € &, » under which f is contact-equivalent to g. The
proposed algorithm in [8] Pages 86-93 ], divides monomials (in & ) into three
categories; low, intermediate and high order terms. Low order terms refer to the
monomials of the form z®*\“2 that do not participate in the representation of
any germ equivalent to g. The high order terms consist of the monomials x®t A*2
which do not change the structure of the local zeros of g when they are present;
that is, adding x** A*? to g creates a germ contact equivalent to g. Due to the so-
phisticated structure of intermediate order terms we skip defining them here and
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instead introduce intrinsic generators x“* A*2 which contribute to every equiv-
alent germ and provide information about intermediate order terms. Low order
terms and intrinsic generators are identified through the following theorem.

Theorem 2. [8, Theorems 8.3 and 8.4, Page 88] Suppose that f,g € &, » and
there exists a positive integer k such that M;}l . C g, m%g, )\%g)gz,k.

(a) if f is equivalent to g and z**A*2 belongs to low order terms of g then
91 992
Feat oaez 1 (0,0) = 0.

(b) furthermore, assume that x**A*2 belongs to intrinsic generators of g. If f is
equivalent to g then &%%f(o, 0) # 0.

FEzample 2. For the smooth germ g given by Example |1} we deduce the vector

space R{1,\,z,2?} as low order terms. It follows from Theorem a) that any

germ f equivalent to g satisfies

70,00 = 2250,0) = 2 7(0,0) = 5 £(0.0) =0 @

Moreover, the higher order terms of g are determinded by the ideal
(@, M 2N 2N 2PN g, |+ (2PN N 2N e, 4+ (M) e,

which means that adding/removing any monomial, taken from this ideal, to/from
g gives a new germ equivalent to g. Finally, the corresponding intrinsic generators
of g are described via {z3, Az} verified by Theorem b) that for any germ f
equivalent to g the following is valid

3 0 0

To sum up, the recognition problem for a normal form of g is characterized by

and .

2.2 The Extended Hensel Construction
This part is summarized from [1].

Notation 1 Suppose that K is an algebraic number field whose algebraic closure
is denoted by K. Assume that F(X,Y) € K[X,Y] is a bivariate polynomial with
complex number coeflicients. Let also F' be a univariate polynomial in X which is
monic and square-free. The partial degree of F w.r.t. X is represented by d. We

denote by K[[U*]] = U2, K[[U?]] the ring of formal Puiseuz series. Hence,
given ¢ € K[[U*]], there exists £ € Nsq such that ¢ € K[[U?]] holds. Thus,
we can write ¢ = Z::o an, U, for some ag,...,an,... € K. We denote by

K((U*)) the quotient field of K[[U*]]. Let ¢ € K[[U*]] and ¢ € N such that ¢ =
f(U%) holds for some f € K[[U]]. We say that the Puiseux series ¢ is convergent
if we have f € K(U). We recall Puiseux’s theorem: if K is an algebraically closed
field of characteristic zero, the field K((U*)) of formal Puiseux series over K is
the algebraic closure of the field of formal Laurent series over K; moreover, if
K = C, then the field C((Y™*)) of convergent Puiseux series over C is algebraically
closed as well.
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The purpose of the EHC is to factorize F'(X,Y) as F(X,Y) = G1(X,Y) ---
G(X,Y), with G;(X,Y) € K(Y*))[X] and degy (G;) = m;, for 1 < i < 7.
Thus, the EHC factorizes F(X,Y’) over K((Y*)), thus over C({Y*)).

Newton line. We plot each non-zero term ¢ XY v of F(X,Y") to the point of
coordinates (e, e,) in the Euclidean plane equipped with Cartesian coordinates.
We call Newton Line the straight line L passing through the point (d,0) and
another point, such that no other points lie below L. The equation of L is
em/d—i— ey/é =1 for some § € Q. We define 6,d € Z>° such that 6/d = §/d and
gcd6 d = 1 both hold.

Newton polynomial. The sum of all the terms of F(X,Y) which are plotted
on the Newton line of F' is called the Newton polynomial of F. We denote it
by F(®. Observe that the Newton polynomial is a homogeneous polynomial in
(X,Y%/). Let (i,...,¢ € K be the distinct roots of F(°)(X, 1), for some r > 2.
Hence we have (; # (; for all 1 < i < j < r and there exist positive integers
my < mg < --- < m, such that, using the homogeneity of F(©) (X,Y), we have

F(O)(X, Y) =(X - Clyé/d)nu .. (X _ Cryé/d)m,‘.

The initial factors of FO(X,Y) are G\V(X,Y) 1= (X = Y¥/4)™: for 1 <i < r.
For simplicity, we put Yy =yd/d

Theorem 3 (Extended Hensel Construction). We define the ideal
Si = (XdY(kJFO)/CT, xd-ty b ,X0Y<k+d3>/3>, (6)

for k = 1,2,.... Then, for all integer k > 0, we can construct ng) (X,Y) €
(C(Yl/d>[X], fori=1,...,r, satisfying

FX,Y)=6W (X, v) - GP(X,Y) mod Sii1, (7)

anngk)(X,Y)EGEO)(X,Y) mod Sy, foralli=1,...,r

2.3 The PowerSeries library

The PowerSeries library consists of two modules, dedicated respectively to mul-
tivariate power series over the algebraic closure of Q, and univariate polynomials
with multivariate power series coefficients. Figure 2]illustrates Weiertrass Prepa-
ration Factorization. The command PolynomialPart displays all the terms of
a power series (or a univariate polynomial over power series) up to a specified
degree. In fact, each power series is represented by its terms that have been com-
puted so far together with a program for computing the next ones. A command
like WeiertrassPreparation computes the terms of the factors p and « up to
the specified degree; moreover, the encoding of p and « contains a program for
computing their terms in higher degree. Figures [3] and [ illustrate the Eztended
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» PS5 PowerSeries([X Y]):
with(PS)
UFPoPS = UnivariateFPolynormialOverPowerSeries(| X Y], Z):
with( UPoFS)
w = LPoPS-FromListOfFPolmormals([ Y, 1, X+ 1]);
LPoPS.—-PolynormalPart(u, 2);
(p alpha) = UPoFPS-WeierstrassPreparation(n, 2);
LPoPS.—-PolynormalPart(p, 2);
LPoPS. - PolynormialPart{alpha, 2);
W= polnonnai_ovey_power_series

Y424 (X+1) 2
b, o= polynomial_over_power_series, polynormal_over_power_series

¥Yivez
XY= Y o v+l (XE+1)2

Fig. 2. Weierstrass Preparation Factorization for a univariate polynomial with multi-
variate power series coefficients.

[+ P = PowerSeries([y. z])
1= UnivariateFolynomialOverFowerSaries(|y, z|, x)-

po.l)l==yx3 + (-2 - y+z+1)x+y
LUF-ExtendedHenselConstruction(poly, [0, 0], 3);
~Rootof(_Z%+ ) + RootOf 22+ y) v — % Rootor 2% +y) z+ %y2
x =

¥
RootOf(_Z% + y) — Rootof(_ 22+ y) v+ % RootOf_ 22+ ) z+ %yz

¥

Fig. 3. Extended Hensel construction applied to a trivariate polynomial for computing
its absolute factorization.

Hensel Construction (EHC)E] For the case of an input bivariate polynomial, see
Figure |4} this coincides with the Newton-Puiseux algorithm, thus computing the
Puiseux parametrizations of a plane curve about a point; this functionality is
at the core of the LimitPoints command. For the case of a univariate poly-
nomial with multivariate polynomial coefficients, the EHC is a weak version of
Jung-Abhyankar Theorem.

3 Applications

In this section we are concerned with two smooth maps @,¥ : R? x R — R?
whose state variables and bifurcation parameter are denoted by (z,y) and A,
respectively. Since the Jacobian matrix of each map is not full rank at the origin,
the Implicit Function Theorem fails at solving (z,y) as a function of \ locally
around the origin. This causes bifurcations to reside in local zeros of each singular
smooth map. We recall that these bifurcations are treated via first applying
the Lyapunov-Schmidt reduction to a singular smooth map ending up with a

2 The factorization based on Hensel Lemma is in fact a weaker construction since: (1)
the input polynomial must be monic and (2) the output factors may not be linear.
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;:» F = PowerSeries([v]):

= LU= UnivariatePolmormialOverPowerSerias([v], x)

= poly = y-><3 +(=2y+ 1)x+ ¥

= OutputFlag . name ='parametric'.

= parametricVar:: name = T

= ler = 3

= verificationFlag :: boolean = true:

= LF-ExtendedHenselConstruction(poly, O, ey, OutputFlag, parametricVar, verificationFiag);

Rootof(_Z% + 1) T— T° Rootof(_2% + 1) + % i

[y=T2,x=—T3],y=T2,x= T : y=T2,x

—Rootof(_Z% + 1) T+ T° Rootof(_Z% + 1) + % Tt H
= T

Fig. 4. Extended Hensel construction applied to a bivariate polynomial for computing
its Puiseux parametrizations around the origin.

reduced map of the form and then passing the result through singularity
theory techniques. Here, we follow the same approach except that we employ
the ExtendedHenselConstruction command to compute the reduced map. The
latter factorizes one of the equations around the origin and the resulting real
branches that go through the origin are plugged in the other one to obtain the
desired map . Once the map is computed we use the concept of recognition
problem to identify the type of singularity.

3.1 The pitchfork bifurcation

In spite of simple structure, the pitchfork bifurcation is highly observed in phys-
ical phenomena mostly in the presence of symmetry breaking. For instance, [9]
reports on spontaneous mirror-symmetry breaking through a pitchfork bifurca-
tion in a photonic molecule made up of two coupled photonic-crystal nanolasers.
Furthemore, authors in [11] study the pitchfork bifurcation arising in Lugia-
toLefever (LL) equation which is a model for a passive Kerr resonator in an
optical fiber ring cavity. Finally, [6, Example 4.1] captures pitchfork bifurcation
while analysing the local bifurcations of Chua’s circuit. Here, we consider the

exercise 3.2 on |8, Page 34]. Suppose that @ : R? x R — R? is defined by <§1>
2
where
Dy (2,y,\) = 22 — 2y + 22° + 2% — Mz (8)
Py, y,\) =z —y +ay +y° — 3\
To obtain the reduced system g in ([2) we pass @1 to the ExtendedHenselConstruction

giving rise to the branches in Figure | Note that the second branch is not of
interest as it does not pass the origin. Substituting the first branch into @,
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;> P = PowerSeries([y, lambda]) :
|> U:= UnivariatePolynomialOverPowerSeries([y, lambda], x) :
> poly = 2:x—2:y+ 2.8+ 2-y2 —lamhda-x:
> U-ExtendedHenselConstruction(poly, [0, 0], 4);
1

{y:O,l:O,x:—2y2+%yl+y+4y3—2y27n+Zy?n2+%y?u3+8y3x—%y2l2

—12)/4}, {y:O,l:O,x:ZyZ—%yk—y+%x—1—4y3+2y21—%yl2—%y?ﬁ

—8y3?u+%y2?uz+12y4H

Fig. 5. EHC applied to @1 (z,y, \).

modulo monomials of degree > 4, results in

5 9 5
o 3_ Y .2y Y 2
g(y,\) =2y SYA YA = JyA” 9)

Fig. 6. Pitchfork bifurcation diagram associated with g in Equation @D

Given g in @D, the low order terms and the intrinsic generators are deter-
mined by R{1,y, A, y?} and {y\, y3}, respectively. Thus, Theoremimplies that
g satisfies the recognition problem for pitchfork

0 0 0?
f(ovo):%f(07o):5 (070)267y2f(070)20
o 0 o?
E (0,0) # 0, 7ay3f(070)7'50

This proves that the original system @ has pitchfork singularity located at the
origin.
3.2 The winged cusp bifurcation

The winged cusp bifurcation problem is defined by the equation £2+A? = 0 and its
corresponding bifurcation diagram {(z,\) | 3 + A\? = 0} is exhibited via Figure
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“0010 ~0.005 0 0.005 0.010

Fig. 7. The winged cusp bifurcation diagram.

[7l Singularity theory tools have been utilized in the area of chemical engineering
with the aim of studying the solutions of the continuous flow stirred tank reactor
(CSTR) model. This study proves that the winged cusp bifurcation is the normal
form for describing the organizing center of the bifurcation diagrams of the model
produced by numerical methods. It, further, unravels more bifurcation diagrams
that have not been reported through these numerical methods; see [7.|8}/13,/14].

Now assume that ¥ : R2 x R — R? is given by <£1) where
2

Uy (z,y,A) = =22+ 3y + A* +¢° + 2 (10)
y(x,y,\) = 2z — 3y + >\ + 23,

Applying the ExtendedHenselConstruction to ¥, leads to the branches in Fig-
ure 8

|» P = PowerSeries([y, lambda)) :
|> U= UnivariatePolynomialOverPowerSeries([y, lambda), x) :
|> poly =2.x- 3y + yZ-lambda a0

> Ur-ExtendedHenselConstruction(poly, [0, 0], 3);

H 3 1.2, 27 3

y=0A=0x=Sy- Sy ATy

}, {y: 0,A=0,x=-Rootof(_7° + 2) - %y

27 ) D o200 27 31 [ ma e 2 _3
74 RootOf(_Z +2}+4y l+—32y],[yfalfo,foootOf(_Z +2) 77
27 2 2 1.z 27 3

+64y RootOf(_Z +2}+4y A+32y ”

Fig. 8. EHC applied to ¥a(x,y, \).

Substituting the first branch into ¥;, modulo monomials of degree > 4, yields

35
ﬂ%M=§f+V+fX (11)

As {1,y, A, y?,yA} spans the space of low order terms and intrinsic generators
are {\2, 53}, Theorem [2| guarantees that g satisfies the recognition problem for
the winged cusp
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Fig. 9. Bifurcation diagram associated with g in [T}

0 0 0? 0 0
f(0,0) = 87yf(0’0) = (0,0) = aiygf(oﬂo) = afyaf(oao) =0
62 63
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