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ABSTRACT

Since the discovery of Grobner bases, the algorithmic ad-
vances in Commutative Algebra have made possible to tackle
many classical problems in Algebraic Geometry that were
previously out of reach. However, algorithmic progress is
still desirable, for instance when solving symbolically a large
system of algebraic non-linear equations. For such a system,
in particular if its solution set consists of geometric compo-
nents of different dimension (points, curves, surfaces, etc)
it is necessary to combine Grobner bases with decomposi-
tion techniques, such as triangular decompositions. Ideally,
one would like each of the different components to be pro-
duced by an independent processor, or set of processors. In
practice, the input polynomial system, which is hiding those
components, requires some transformations in order to split
the computations into sub-systems and, then, lead to the de-
sired components. The efficiency of this approach depends
on its ability to detect and exploit geometrical information
during the solving process.

Our work addresses two questions: How to discover geo-
metrical information, at an early stage of the solving pro-
cess, that would be favorable to parallel execution? How
to ensure load balancing among the processors? We an-
swer these questions in the context of triangular decompo-
sitions [2] which are a popular way of solving polynomial
systems symbolically. These methods tend to split the in-
put polynomial system into subsystems and, therefore, are
natural candidate for parallel implementation. However, the
only such method which has been parallelized so far is the
Characteristic Set Method of Wu [5], as reported in [1, 6].
This approach suffers from several limitations. For instance,
the solving of the second component cannot start before that
of the first one is completed; this is a limitation in view of
coarse-grain parallelization.
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In [4] an algorithm, called Triade, for TRIAngular DE-
compositions, provides a good management of the interme-
diate computations for triangular decompositions. It is also
a natural candidate for coarse-grain parallel implementation
based on geometrical considerations; indeed the number of
working processors can depend on the intrinsic difficulty of
the system to solve. However, several challenges remain to
be considered. First, load balancing is very difficult to con-
trol due to irregular tasks. Even worse: for some input poly-
nomial systems, especially with integer coefficients, resource
consuming tasks may not be necessarily executed concur-
rently. Second, data communication overhead can be very
heavy due to large intermediate results.

In order to achieve load balancing we rely on the follow-
ing facts. For an input polynomial system, the Triade al-
gorithm generates the intermediate or output components
by decreasing order of dimension. As a consequence, ex-
pensive tasks (those in lower dimension) can be processed
concurrently. In addition, when solving a (non-trivial) poly-
nomial system modulo a prime integer, the number of these
tasks is sufficient for expecting a good speed-up in a paral-
lel execution. The case of polynomial systems with integer
coefficients can also benefit from these features by using the
modular techniques introduced in [3].

We have developed a parallel scheme for the Triade algo-
rithm, aiming at minimizing data communication overhead.
Tasks are scheduled and updated by a process manager. In-
dividual tasks are solved “lazily” by process workers. How-
ever, each process worker keeps track of enough information
such that it can continue the solving of some of these tasks,
when needed.

‘We have realized a preliminary implementation on a shared
memory multiprocessor. The experimental results show a
satisfactory speed-up for some well-known problems.
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