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Automatic Detection and Recognition
of Signs From Natural Scenes
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Abstract—In this paper, we present an approach to automatic
detection and recognition of signs from natural scenes, and its
application to a sign translation task. The proposed approach
embeds multiresolution and multiscale edge detection, adaptive
searching, color analysis, and affine rectification in a hierarchical
framework for sign detection, with different emphases at each
phase to handle the text in different sizes, orientations, color
distributions and backgrounds. We use affine rectification to re-
cover deformation of the text regions caused by an inappropriate
camera view angle. The procedure can significantly improve text
detection rate and optical character recognition (OCR) accuracy.
Instead of using binary information for OCR, we extract features
from an intensity image directly. We propose a local intensity
normalization method to effectively handle lighting variations,
followed by a Gabor transform to obtain local features, and
finally a linear discriminant analysis (LDA) method for feature
selection. We have applied the approach in developing a Chinese
sign translation system, which can automatically detect and
recognize Chinese signs as input from a camera, and translate the
recognized text into English.

Index Terms—Affine rectification, optical character recognition
(OCR), sign detection, sign recognition, text detection.

I. INTRODUCTION

W
E work, live, and play in a so-called information so-

ciety where we communicate with people and informa-

tion systems through diverse media in increasingly varied en-

vironments. A wealth of information is embedded in natural

scenes. Signs are good examples of objects in natural environ-

ments that have high information content. They make our lives

easier when we are familiar with them, but they pose problems

or even danger when we are not. For example, a tourist might not

be able to understand a sign in a foreign country that specifies

warnings or hazards. Automatic sign translation, in conjunction

with spoken language translation, can help international tourists

to overcome these barriers.

Signs are everywhere in our lives. A sign is an object that

suggests the presence of a fact. It can be a displayed structure

bearing letters or symbols, used to identify something or adver-

tise a place of business. It can also be a posted notice bearing

a designation, direction, safety advisory, or command. In this

Manuscript received June 27, 2002; revised July 7, 2003. This work was sup-
ported in part by DARPA under TIDES project. The associate editor coordi-
nating the review of this manuscript and approving it for publication was Dr.
Jianying Hu.

X. Chen, J. Yang, and A. Waibel are with the School of Computer
Science, Carnegie Mellon University, Pittsburgh, PA, 15213 USA (e-mail:
xlchen@cs.cmu.edu; yang@cs.cmu.edu; waibel@cs.cmu.edu).

J. Zhang is with the Mobile Technologies, LLC, Pittsburgh, PA, 15213 USA
(e-mail: jingzhang@mobytrans.com).

Digital Object Identifier 10.1109/TIP.2003.819223

research we focus on detecting and recognizing text on signs.

An automatic sign translation system utilizes a video camera to

capture an image containing signs, detects signs in the image,

recognizes signs, and translates results of sign recognition into

a target language. Automatic detection and recognition of text

from natural scenes are prerequisites for an automatic sign trans-

lation task.

Automatic detection and recognition of text from natural

scenes is a very difficult task. The primary challenge lies in

the variety of text: it can vary in font, size, orientation, and

position. Text can also be blurred from motion or occluded by

other objects. As signs exist in three-dimensional space, text on

signs in scene images can be distorted by slant, tilt, and shape

of objects on which they are found [18]. In addition to the

horizontal left-to-right orientation, other orientations include

vertical, circularly wrapped around another object, slanted,

sometimes with the characters tapering (as in a distinct angle

away from the camera), and even mixed orientations within

the same text area, such as text on a T-shirt or wrinkled sign.

Although many commercial OCR systems work well on high

quality scanned documents under a controlled environment,

they have a much higher error rate for sign recognition tasks

because of low quality images.

In this paper, we propose an approach for automatic detection

and recognition of text from natural scenes. The proposed ap-

proach embeds multiresolution and multiscale edge detection,

adaptive searching, color analysis, and affine rectification in

sign detection. Compared with the existing text detection algo-

rithms, this new framework can better handle the dynamics of

text detection in natural scenes. Instead of using only binary in-

formation as most other OCR systems, we extract features from

the intensity image directly, and avoid potentially losing infor-

mation during the binarization processing, which is irreversible.

We propose a local intensity normalization method to effectively

handle luminance variations of the captured character image.

We then utilize a Gabor transform to obtain local features and

an LDA method for feature selection. We have successfully ap-

plied the proposed approach to a Chinese-English sign transla-

tion system, which can automatically detect and recognize Chi-

nese signs captured from a camera, and translate the recognized

text into English.

The rest of this paper is organized as follows: In Section II,

we discuss problems in automatic detection and recognition of

signs with text, the related work, and the approach to the prob-

lems. In Section III, we present the method for text detection,

including multiresolution and multiscale edge detection, adap-

tive searching, color analysis, affine rectification, and layout
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analysis technologies. In Section IV, we introduce the intensity-

based OCR for Chinese character recognition. We describe a

local normalization algorithm for enhancing robustness against

lighting variations. In Section V, we present some experiments

on the proposed approach and evaluation results. Section VI

concludes the paper.

II. PROBLEM DESCRIPTION

In this research, we are interested in automatic detection and

recognition of signs with text. The application scenario is as fol-

lows. A user uses a camera to capture an image or a sequence of

images. The sign detection algorithm automatically detects var-

ious signs in the scene and then provides information about the

location of signs within an image and some of their attributes,

such as sign color distributions, sign shapes, etc. The detected

regions are then fed into the recognition module for classifica-

tion.

The work is related to existing research in text detection from

general backgrounds [9], [18], [28], video OCR [20], and recog-

nition of text on special objects such as license plates and con-

tainers. Mullot et al. reported early attempts on container and car

license plate recognition in 1991 [17]. Some other researchers

published their efforts on container text detection and recogni-

tion later [1], [3], [12]. The latest work on container recognition

can be found in Kumano et al. [11]. In those applications, bar

code and passive radio based technology could be a good sub-

stitution for the vision-based technology. In recent years, some

researchers have attempted to deal with the sign recognition and

translation with video and photography. The early work was fo-

cused mainly on the concept itself and required manual selec-

tion of the area containing the sign [22], [29]. The recent at-

tempts have moved toward automatic detection and recognition

of signs from natural scenes [30], [33].

“Video OCR” was motivated by digital library and visual in-

formation retrieval tasks. The text in video, especially in the

form of subtitles, provides such meaningful information that

video OCR has become an important tool in video labeling and

retrieving. The text in a video stream can be a part of the scene,

or come from computer-generated text, which is overlaid on the

image (e.g., captions in broadcast news programs). In such a

text detection and recognition task, an image sequence provides

a lot of useful information that can be used to detect text and

enhance the image’s resolution [13], [14], [20], [27]. Compared

with video OCR tasks, text detection from natural scenes faces

more challenges. Non-professional equipment usually makes

the image poorer than that of other video OCR tasks, such as

detecting captions, which are unified when they are generated.

The photographer or videographer’s movement can also cause

unstable input images. In addition, real-time requirement and

limited resources, such as the applications in a palm-size PDA

(Personal Digital Assistant), have increased challenges in algo-

rithm implementation.

Two different methods, area analysis and edge analysis, have

been successfully used for detecting text in an image. Area anal-

ysis is based on analyzing certain features in an area, e.g., tex-

ture and color analysis [11], [28]. Discrete cosine transform

(DCT) and wavelet transform are widely used for area analysis

[13], [15]. A major advantage of the DCT area analysis method

is that DCT coefficients can be obtained directly from a JPEG

or MPEG image, while on the other hand the wavelet transform

can provide more stable features compared with DCT method. A

disadvantage of the area-based methods is that they are sensitive

to lighting and scale changes. They often fail to detect text if the

size is too large or too small. The other method, edge analysis, is

based on more stable edge features [34], and is thus more suit-

able for text detection from natural scenes. However, we have to

pay special attention to filtering out “noise,” because noises can

add extra edges. Usually, a statistical classifier or neural network

is applied to make these decisions in the area-based method, and

a syntactic classifier is used for the edge-based method. In order

to detect different sizes of text, the multiresolution/multiscale

method has been used in text detection algorithms [13], [14],

[28].

OCR is one of the most successful subsets of pattern recog-

nition. For clearly segmented printed materials, state-of-the-art

techniques offer virtually error-free OCR for several important

alphabetic systems including Latin, Greek, Cyrillic, Hebrew,

and their variants. However, when the size of the character set in

the language is large, such as in the Chinese or Korean writing

systems, or the characters are not separated from one another,

such as in Arabic or Deva-nagari print, the error rates of OCR

systems are still far from that of human readers, and the gap is

exacerbated when the quality of the text image is compromised,

for example by a camcorder or camera. The image captured

from a camera in a natural environment will be rich in noise

while the image obtained from a scanner in the classic OCR

can provide high resolution under controllable lighting condi-

tions. In order to address these challenges, we need more ro-

bust features for classification. Although most current OCR sys-

tems, including commercial systems, use binary features, we be-

lieve that intensity-based features are more reliable for our task.

Insufficient resolution is a major problem for an OCR system

using a camera as its input device. Intensity-based OCR, first

introduced by Pavlidis [19], can avoid information loss during

binarization, which is irretrievable in subsequent procedure(s).

The disadvantage of the intensity-based method is that it is com-

putationally more expensive.

We have successfully applied the proposed methods in de-

veloping a Chinese sign translation system [31]. We choose

Chinese for several reasons. First, Chinese is one of the major

languages of the world and quite different from European lan-

guages. Second, a western tourist might face a serious language

barrier in China because English is not commonly used there.

Third, statistics shows that more people will visit China in the

future than ever before. Finally, technologies developed for Chi-

nese sign translation can be easily extended to other languages.

In the rest of the paper, we will use some examples of Chinese

signs to illustrate the recognition technologies, and we also use

some English and Arabic signs to test the multiple linguistic de-

tection capability.

III. TEXT DETECTION

Fig. 1 illustrates some images of text signs. It is a challenging

problem for an automatic sign detection system to detect text
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Fig. 1. Some examples of signs captured from natural scenes.

TABLE I
EFFECTS ON TEXT IN AN IMAGE CAUSED BY VARIOUS IMAGING CONDITIONS

Fig. 2. Multiresolution text detection with affine rectification schema.

from these images because of affine deformations, highlights,

shadows, and specularity. We have to deal with these varia-

tions. Table I lists the possible effects on text in an image when

lighting, orientation, location, and view angle change, where

orientation is the angle between the normal of a sign and optical

axis of the camera, and the view angle is view scope. In gen-

eral, a long focus lens has a narrow view angle and a short focus

lens has a wide view angle. An auto white-balanced camera will

cause additional changes.

To work around these changes in an image, we use a hier-

archical detection framework that embeds multiresolution and

multiscale edge detection, adaptive searching, color analysis,

and affine rectification algorithms. We combine multiresolution

and multiscale edge detection technique to effectively detect text

in different sizes. We employ a Gaussian mixture model (GMM)

to represent background and foreground, and perform color seg-

mentation in selected color spaces. We use affine rectification

to recover deformation of the text regions caused by an inap-

propriate camera view angle. After affine rectification for each

sign region in the image, we perform text detection again in rec-

tified regions within the image to refine detection results. This

scheme is shown in Fig. 2. We will discuss the detection method

in more detail in the following sub-sections.

A. Detection of Candidate Text

Normally, intensity of an image is a major information source

for text detection, but it is sensitive to lighting variations. On the

other hand, the gradient of the intensity (edge) is less sensitive to

lighting changes. Therefore, we use edge-based features in the

coarse detection phase. Keeping in mind the purposes of signs,

we assume the following:

1) The text is designed with high contrast to its background

in both color and intensity images.

2) Each character is composed of one or several connected

regions.

3) The characters in the same context have almost the same

size in most of the cases, especially for Chinese.

4) The characters in the same context have almost the same

foreground and background patterns.

Based on these assumptions, the main idea of the detection

algorithm for coarse detection is as follows:

A multiscale Laplacian of Gaussian (LOG) edge detector is

used to obtain the edge set. The properties of the edge set asso-

ciated with each edge patch, such as size, intensity, mean, and

variance, within the surrounding rectangle, are then calculated.

Some edge patches will be excluded from further considera-

tion based on certain criteria applied to the properties, and the

rest will be passed to a recursive procedure. The procedure at-

tempts to merge adjoining edge patches with similar properties

and re-calculate the properties recursively until no update can

be made. A similar idea for candidate search has been reported

in [35]. We have enhanced the algorithm by adding more cri-

teria for edge candidate filtering and using a pyramid structure

to handle various variations in our implementation."

With LOG, we can obtain enhanced correspondences on dif-

ferent edge scales by using a suitable deviation . Since char-

acters in the same context share some common properties, we

can use them to analyze the layout and affine parameters, and

refine detection results. Color distribution of the foreground and

background is one such important property.

B. Color Modeling

Signs are designed for humans to view at a distance.

Therefore they have highly distinguishable colors on their

foregrounds and backgrounds, and also a high intensity contrast

in their gray scale images. This property seems to make it

easy to segment text and to describe characters using marginal

distributions in a color space. However, it is almost impossible

to obtain uniform color distributions of the foreground and

background because of lighting sources, shadows, dirt, etc. In

this research, we use a GMM to characterize color distribu-

tions of the foreground and background of a sign, and more

specifically, for each character, we use the following model:

(1)

where is the color distribution of the background, and

is the color distribution of the foreground. In a hi-

eroglyphic system, e.g., Chinese, a character with more strokes
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Fig. 3. Color distributions of different fonts, backgrounds, and lighting conditions.

has a higher percentage in its foreground than that of a char-

acter with fewer strokes. Furthermore, since transitions between

foreground and background are similar for a fixed size char-

acter with different font styles, a character with bold font has

less variance in its foreground than the same character without

bold, because a bold font character occupies a relatively larger

area in its foreground compared to a normal font character. The

background is the opposite: a bold font character has a larger

variance in its background than a normal font character. There-

fore, in (1), provides a cue on the complexity of the character,

indicates the contrast for a color space invariant to

the lighting condition, and , yields the font style. Thus,

we can describe the character with ( ).

Based on the fact that signs are designed for human percep-

tion, their foregrounds and backgrounds should be separable

using one marginal distribution in a color space under an ideal

lighting condition. If there exist multiple lighting sources and

shadows, contrasts of foreground and background might change

significantly across the entire sign. Therefore, we model the dis-

tribution of each character separately rather than the entire sign

as a whole. Most cameras use an RGB color space; other color

spaces, such as XYZ, YUV, YCrCb, HSI, etc., can be easily con-

verted into the RGB space via linear or nonlinear color conver-

sion, or vice versa [5]. However, the RGB space is not neces-

sarily the best one for representing colors for machine percep-

tion. As we know, a triple in the RGB space can represent

not only color but also brightness. If the corresponding elements

in two points, and , are proportional, they

will have the same color but different brightness. Each space has

its special properties. For example, HSI space can better handle

lighting changes than RGB space. Equation (2) gives the rela-

tion between RGB and HSI [5]. We normalize HSI within the

range of [0, 255] in computation

if ,

if ,

if and ,

if and ,

if .

(2)

Fig. 3 contains the histograms of two pairs of

Chinese characters from two signs in our sign database. It can

be observed from Fig. 3 that at least one of the compo-

nents can be used for distinguishing the foreground and back-

ground if the lighting is uniformly distributed and the surface

is smooth, e.g., the first line in Fig. 3. Otherwise and

even may fail in segmentation. For example the character in

the second line of Fig. 3 can only be well segmented by com-

ponent because of the highlight. The characters in lines three

and four can also only be segmented by component because

the original sign was carved on a rough surface of a stone. The

disadvantage of using is that the hue of a pixel likely diffuses

to its adjoined pixels, but it works for most of the cases except a

black sign on a white background or vice versa, in which cases,
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TABLE II
GMM PARAMETERS FOR THE CHARACTERS IN FIG. 3

component can be used to identify the situations, and then

component is used for segmentation.

Table II lists the GMM parameters of the characters in Fig. 3.

It is obvious that the GMM parameters can reflect how easily

each component can be segmented and described in terms of

character properties. Thus, we can define each component’s

confidence as (3). Intuitively, a component with one or more

sign characters should have a high confidence if it has an ob-

vious two-class distribution, which means the distance between

the two classes is large, and the variances of each class is small

(3)

where is the confidence for component ( ).

The higher the value , the greater the confidence of the cor-

responding component.

These GMM parameters are used for layout analysis and esti-

mation of affine parameters. They can also be used for character

conversion from color to intensity image. We apply an expecta-

tion maximization (EM) algorithm to estimate these GMM pa-

rameters. To differentiate background and foreground, we en-

large the boundary of the character by 2 pixels on each side

and calculate the color distribution of the region between the

original boundary and the enlarged boundary. This distribution

should be the same or similar to the background distribution. We

then can determine the background distribution in the GMM by

comparing distributions in the GMM to this distribution. The

confidence can be used for measuring the performance of each

subspace in segmentation. Fig. 4 shows some examples of seg-

mentation using different components.

Fig. 4. Examples of segmentation using different components.

C. Layout Analysis and Affine Parameter Estimation

The objective of layout analysis is to align characters in an

optimal way, so that characters that belong to the same context

will be grouped together. A text layout has two cluster features:

intrinsic and extrinsic features. The intrinsic features are those

which do not change with the camera position and the extrinsic

features are those ones which change with the camera position.

The intrinsic features includes font style, color, and contrast; the

extrinsic features include character size, sign shape, etc. Both

the intrinsic and extrinsic features can provide cues for layout

analysis. Moreover, the extrinsic features can also provide some

information on the affine transform that occurred while snap-

ping the image.

The text on signs is usually aligned to form a row-based or

column-based structure. Even if a sign is deformed (as by an

affine transform), the text on the sign might still be in a line.

However, the line may be tilted to a certain degree, which will

cause problems in layout analysis and further recognition. How-

ever, the text characters which are in the same context should

have a similar size. Therefore, text alignment will provide some

cues to recover deformation of the sign if there exists an affine

transform for the text.

1) Layout Analysis: The layout analysis algorithm is listed

in Algorithm 1:

Algorithm 1 (Layout Analysis)

Input: The candidates of text regions and

the associated attribute sets:

and

,
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where , , and are the center,

height, and width of the surrounding

rectangle respectively, and , , ,

are the mean vectors and covariance

matrices corresponding to the foreground

and background color distributions;

Output: The Layout regions

.

1. Clustering according to the

attribute , , , and

form the candidate layout set

.

2. If , , satisfy

, where

, then

.

3. If , using Hough transform

to find all possible line segments

( ), which are fitted by

the centers of . These line segments

will form several compatible sets:

Only one of the will be the winner of

the candidate layout direction. The winner

should satisfy the following cri-

teria:

a. ,

and

;

b. Let and be the mean length

of all line segments exclusive the

shortest one in and . If

, where is a threshold,

will be the winner of this layout

region. If , will

be the winner of this layout region.

Otherwise,

4. Removing all layouts with only some

small candidate text regions.

5. Finding the vertices of the surrounding

quadrangle for each layout region.

The threshold for Algorithm 1 needs to be selected exper-

imentally. For our Chinese sign database, the value was set as

0.6.

The affine parameters can be obtained from each layout re-

gion when the region includes multiple characters. We can use

two different heuristics for this: one is the size change of the

characters and the other is the parallel hypothesis of the char-

acters, provided that all characters in the same layout are in the

same text plane.

There are at least two ways to obtain the spatial parallel lines

within each sign frame from a given image:

1) If the sign is inside a rectangle frame, we should be able to

extend the background area to the boundary of the frame.

If the boundary of the sign region is within the image

scope, we will use lines to fit it; otherwise we will try

the next method. If we can fit the boundary with four

lines, we assume that they are two pairs of parallel lines,

which will be used for estimation of affine parameters.

Some examples are shown in Section III-D. This method

assumes the risk that the frame is not a rectangle but just

a general trapezium. Although this seldom happens, we

can detect it using the cue from the next step.

2) If the boundary of the sign is outside of the image scope

or not four lines that can be found to fit the boundary, it is

still possible to fit parallel lines from text only. We start

from fitting the corner of the surrounding rectangle of the

characters along the winner direction obtained from Al-

gorithm 1. We select the corner with higher average edge

intensity between upper-left and upper-right corners to

fit the upper line, and do the same with the lower line.

If we can get more than two aligned anear lines of text

with similar properties, such as size, contrast, color dis-

tribution, etc., we can get the second pair of parallel lines

using the similar method. However, a sign is usually a

short phrase or sentence. Therefore, it might be difficult

to get the second pair of parallel lines. If that is the case,

we can use the left boundary of the left-most character and

right boundary of the right-most character in the same text

row for estimating the second pair of parallel lines. Com-

pared with the parameter estimation from the rectangle

frame, this method is less accurate in the vertical direc-

tion, but our experiments indicate that the error has little

effect on detection rate and recognition accuracy in most

cases. In Section V, we show some examples in which part

of boundary of the sign is outside the image, and we have

to use the text itself to estimate affine parameters.

2) Affine Parameter Estimation: Several methods exist for

obtaining affine parameters from texture [2], [23], [26]. How-

ever, texture based methods require rich texture in the region of

the estimation. Texture in a sign region is sometimes not rich

enough for those algorithms. In this research, we use a nontex-

ture based method as discussed below.

As shown in Fig. 5, suppose that we have the following two

lines , associated with text in the image plane, which are

mapped from the spatial parallel lines and

(4)

If and are not parallel in the image plane, and the vanish

(intersection) point is , then we can get the normalized

spatial direction of and as

(5)

where is the focal length of the camera, and can be obtained

from calibration. We also assume that the focal length is much

smaller than the distance of the object from the camera.
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Fig. 5. Two spatial parallel lines and their imaging in the image plane.

If the two lines and are parallel in the image, we can get

the normalized spatial direction of and as

(6)

where we must keep ; otherwise, the direction of this

vector needs to be inverted.

Assume that the second pair of spatial parallel lines can be

obtained from the following equation:

(7)

As in (4), we can obtain the normalized spatial direction from

(8) when two projected lines are not parallel in the image plane,

and the vanish point is

(8)

Otherwise, we can obtain the direction from (9) when the pro-

jected lines in the image plane are parallel

(9)

where must hold, otherwise, the direction of the vector

must be inverted. Then, we calculate the normal of the text plane

as

(10)

Since there is no guarantee is orthotropic to the

other two vectors, we need to perform the following conversion:

(11)

This will guarantee that all three vectors are orthotropic, and we

can then use them in the subsequent affine rectification.

D. Affine Rectification

It is possible to reconstruct a front view of the sign if we

know the normal of the sign plane under the camera coordinate

system. Fig. 6 depicts an image in four coordinate systems:

1) The camera coordinate system, , is the basic co-

ordinate system.

2) The text plane coordinate system, , applies the

text plane as plane, and uses ,

Fig. 6. Illustration of four coordinate systems.

and as its axes. The

origin of the system can be selected randomly on the

plane, and is located at under the

coordinate system. However, it is desirable that

we select a point at a character that is as close to the

origin of as possible.

3) The ideal text plane, , is located at the same

origin as but uses the vectors (1 0 0), (0 1 0),

and (0 0 1) as its axes.

4) The image coordinate system is a 2-D coordinate

system while the other three are 3-D coordinate systems.

The mapping from a point in the text plane

to a point in the image coordinate system

can be written as

(12)

where,

(13)

In order to reconstruct a front view of the text plane, we can use

an affine rectification

(14)

Considering that the text plane is on the plane, we have

. Since the origin of both and

is mapped to the point in the image plane,

we have

(15)

From (12) to (15), we obtain

(16)
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Fig. 7. Restoration from the affined images.

Equation (16) can be used to restore the front view of the text

from an affined text image. A proper interpolation should be ap-

plied because it is not a one-to-one mapping for the digitalized

image. We use a B-spline interpolation in our current imple-

mentation. To avoid additional blur in the interpolation, all edge

pixels are interpolated only along the edge direction while the

other points are done by surface interpolations.

Fig. 7 contains some examples of the restored mapping from

deformed images. Fig. 7(a) shows the affined signs. Fig. 7(b)

and (c) show the ones recovered with B-spline interpolations

using different reference origins in the text plane. In these two

examples, the rectangle boundary of the sign frames is used for

estimating affine parameters.

IV. INTENSITY-BASED OCR

A sign can contain graphic or text content. In this research, we

focus on the text signs only. As mentioned in Section II, OCR

for the characters captured from natural scenes faces more chal-

lenges than that of document analysis. For a traditional docu-

ment analysis task, a scanner with a stable embedded lighting

system is used to obtain high quality images, which are then

easily binarized. For a sign recognition task, however, because

the sign image is captured by a camera from natural scenes

under various lighting conditions, the signal to noise ratio (SNR)

is much lower. If we use binary features for OCR, we cannot

guarantee effectively removing noises before the binarization

processing. Although by carefully selecting color spaces we

can reduce noises to a certain degree, we have no way to dis-

tinguish noises and useful information within the image. The

Fig. 8. Comparison of (a), (c) binary characters and (b), (d) gray scale
characters.

binarization processing will weigh noises and useful informa-

tion the same. Furthermore, the segmentation of foreground and

background cannot be perfect because of noises. Fig. 8 illus-

trates some examples from both binary and intensity images,

where the color space is carefully selected and hue is used to

obtain both binary and intensity images. It is obvious that the bi-

nary images are much noisier, while the intensity images have

less of a problem separating the background and foreground.

Thus intensity images keep all the information essential to the

decision making stage. Wang and Pavlidis showed the advan-

tages of direct feature extraction from gray scale image for OCR

[24]. Our experiments also indicate that the intensity based OCR

has advantages over binary OCR for images with low SNR. To

avoid irretrievably losing information during the binarization

processing, we use the intensity character image directly for fea-

ture extraction.

A. Preprocessing

The characters captured by a camera from natural scenes vary

in size, font style, color, and contrast. Furthermore, a character

may vary with an affine deformation if the optical axis is not

perpendicular to the character plane (see Section III). We use

a scaling algorithm to normalize the size of the character im-

ages from different signs. Color variation does not cause a major

problem in the OCR phase because we don’t use a color image

directly. In fact, signs are usually designed with high contrast

in both color and gray scale images. We can seldom find a sign

using pure colors in both foreground and background, e.g., red

characters on a green background. Even in that case, we can deal

with it using HSI color space as discussed in Section III-B.

Our intensity based OCR uses a gray scale image as its input.

We convert a color image into a gray scale image before we

further process it. Gray scale sign images come in two forms:

bright characters on a dark background or dark characters on a

bright background. We can resolve these two into a single case

by inverting the foreground and background if the text is darker

than its background. To determine whether the text is darker

or brighter, we apply a method similar to the one described in

Section III-B, but only in gray scale (single component).

Lighting sources in natural scenes cause another variation in

sign recognition. For example, the sun can cast a highlight point

on a sign, and the location of the point will change with time. In

addition, many other factors, such as multiple lighting sources

and the reflective properties of the surface, will cause uneven

intensity distribution of the foreground and background. More

specially, the intensity distribution of all strokes within a text re-

gion changes in a large dynamic scope: some have obvious con-

trast, some not, and some are highlighted while others may be

dark. We utilize a localized intensity normalization method be-

fore feature extraction to reduce intensity distribution changes.

The localized intensity normalization is intended to leave the
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(a) (b)

Fig. 9. Example of localized intensity normalization.

foreground with almost the same intensity distribution. Fig. 9(a)

contains the original image distribution of character “Xing” and

Fig. 9(b) contains the normalized one.

B. Feature Extraction

We use a Gabor wavelet for feature extraction. Because of its

superior mathematic properties, Gabor wavelet has been widely

used for data compression [21], face recognition [25], texture

analysis [16], handwriting recognition [4] and other image

processing tasks in recent years. In OCR applications, Gabor

wavelet has been applied to binary images [5], [6] and recently

applied to a video stream [32]. Yoshimura and his colleagues

even report using Gabor for feature extraction and linear vector

quantization (LVQ) for feature selection from a video stream.

Gabor wavelet is a sinusoidal plane wave with a particular

frequency and orientation, modulated by a Gaussian envelope. It

can characterize a spatial frequency structure in the image while

preserving information about spatial relations, and is therefore

suitable for extracting orientation-dependent frequency contents

from patterns. A complex-valued 2-D Gabor function modu-

lated by a Gaussian envelope is defined as follows:

(17)

where

The parameter is the deviation of the Gaussian envelope and

and are the wavelength and orientation of the Gabor func-

tion, respectively. Fig. 10 illustrates frequency responses for the

Gabor filters in four orientations (0 , 45 , 90 , and 135 ).

For a given pixel at with intensity in an

image, its Gabor feature can be treated as a convolution

(18)

Suppose that frequencies and orientations are used to ex-

tract a Gabor feature. We can have a vector of complex co-

efficients for each position. We call this vector a jet[10], which

is used to represent the position of local features. In our applica-

tion, we divide a character into 7 7 grids as shown in Fig. 11,

which results in a dimension feature vector for a char-

acter.

C. Feature Transforms and Recognition

We would like to reduce the number of dimensions of feature

vectors because they are computationally expensive and because

Fig. 10. Gabor filters in four different orientations.

Fig. 11. Regions for feature extraction.

not all of them are effective for recognition. LVQ and LDA are

two common tools for dimension reduction. We use LDA in this

research because it can be used not only for dimension reduc-

tion, but also for feature optimization. LDA is a method used

to find a transform that can maximize the between-class scatter

matrix and minimize the within-class scatter matrix si-

multaneously, as in (19)

(19)

The new space, , is then the most discriminative space. Fea-

ture vector in the original feature space is projected to this

new space and yields the new feature using (20), which can

be used for classification

(20)

We obtain the reference vectors ( ) for all

3755 characters in GB-2312–80, a standard for commonly used

Chinese words, from the training set. The training set includes

six different fonts: SongTi, HeiTi, KaiTi, LiShu, YaoTi, and

YouYuan. All of these character images are gray scale. For each

type of font, we generate the standard character images from

the standard font library, and then pass them through a low-pass

filter that produces the gray scale image. We have compared

two types of training sets: single sample per font and multiple

samples per font. We generate the multiple samples (here, we

generate 25 samples) by adding noise and skew deformations

to the character images. We calculate the average Gabor vector

( ) for each type of font

from these images. The within-class and between-class scatter

matrixes are

(21)
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Fig. 12. Examples of sign detection.

(22)

where , and .

Finally, we obtain the discriminative space during the

training phase. Usually, a hierarchical classifier can be used for a

large class set if the feature is ordered or partly ordered. Consid-

ering that the LDA has already provided the maximum discrim-

inant space and that the feature from LDA is not an ordered fea-

ture, we must use the nearest neighborhood classifier in recog-

nition; several distance measurements are compared, including

street block distance, Eulerian distance, and vector angle dis-

tance. We find that the vector angle distance is significantly

better than others. The accuracy reaches 92.46% for our testing

set when we use the vector angle distance, while it can only

reach 82.61% when we use the Eulerian distance.

We have compared the results from two types of training sets:

single sample per font and multiple samples per font. The ex-

perimental results indicate that these give similar performance

in most of the cases, although sometimes the result from the

training set of single sample per font is better than that of mul-

tiple samples per font. Our explanation is that the single sample

method is a center-based method, and the standard image from

the font library is the perfect center of all possible images of the

character.

Fig. 13. Examples of sign detection with distortion.

TABLE III
COMPARING OF RECOGNITION RESULT WITH RESPECT TO AFFINE

RECTIFICATION

Note: is the angle between normal of text plane and -axis

of the camera.

V. EXPERIMENTS AND DISCUSSION

We have performed several experiments to evaluate the pro-

posed detection and recognition methods. Figs. 12 and 13 con-

tain examples of automatic sign detection, where the rectangles

give detection results. These multilingual signs include Chinese,

English and Arabic. Signs captured from a camera might have

some distortion because of nonfrontal viewing angle, which can

reduce detection rate and recognition accuracy. The affine rec-

tification can correct such distortion. Fig. 13 shows two sets of

examples of text detection, where the left side of each group

[(a) and (c)] is the detection result without affine rectification,

and the right side of each group [(b) and (d)] is the result with

affine rectification. Observe that only partial text can be detected

from distorted images because the affine deformation makes the

text tilt along a certain direction and vary in size. For the cor-

responding right parts, the text has almost the same size and is

aligned in nearly horizontally after affine rectification; now the

detection algorithm can successfully find all the text regions. In

Fig. 13(a), the boundary of the sign frame is completely within

the image, and frame information can be used for parameter es-

timation. In Fig. 13(c), however, part of the sign frame is outside

the image. Therefore, we use the parallel lines from text itself

to estimate the affine parameters. In this case, we will need to

extend the area for rectification beyond just the text area.

We further tested the improvement of OCR accuracy with

affine rectification. Experiments were performed on Chinese
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Fig. 14. Examples of text detection from video images.

Fig. 15. Examples of text detection on (a)-(c) book covers and (d) CD box
cover.

signs. Fifty images, which had different amounts of deforma-

tion, were selected from our Chinese sign database (a total of

more than 2000 images). These images include a total 251

characters to be recognized. The results are listed in Table III.

Without affine rectification, the recognition rate decreases

rapidly as the angle between normal of the text plane and

-axis of camera coordinate system increases. The restoration

can improve the results significantly, especially when the angle

ranges from 30 to 50 . If the angle is larger than that, the

characters cannot be recovered properly due to the amount of

the information lost in the imaging procedure.

We also use our sign detection algorithms in other text de-

tection tasks such as text in video and text on paper. Fig. 14

shows some examples of the video images from Microsoft Re-

search Asia [8]. Fig. 15 shows some examples of the text on

book covers and a CD box cover.

We have evaluated the proposed approach on a Chinese

sign recognition task. The current training set includes all

level 1 characters in Chinese national standard character set

GB2312–80 (a total of 3755 different characters). We also

randomly selected 1630 character images from our sign library,

Fig. 16. Various characters from signs in natural scenes.

(a) (b) (c) (d) (e)

Fig. 17. Character with different noise. (a) Original one, (b)-(e) with 5%, 10%,
15%, and 20% Gaussian noise.

Fig. 18. Performance comparison of different approaches.

which contains more than 8000 characters in more than 2000

sign images from natural scenes, to form the testing set. The

different characters in the testing set cover roughly 1/5 of the

level 1 Chinese characters. Fig. 16 shows some examples from

the testing set. The recognition accuracy is 92.46%.

This is an encouraging result because the character images in

the testing set are captured from natural scenes, with variations

in fonts, lighting conditions, rotation, and even affine deforma-

tion. For further verification of the robustness of the proposed

approach against noises, we add the zero mean Gaussian noise

to each character image in the testing set. For a given pixel in

the character image whose intensity is , we have

(23)

where

Parameter represents the intensity of the noise. Fig. 17 illus-

trates the impacts on a Chinese character from testing set when

we add noise , , and ,

respectively.

The top curve of Fig. 18 shows the recognition rate of 1630

characters in testing set when we add different intensities of

Gaussian noise. Compared to the original testing set, this is
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(a) (b) (c) (d) (e)

Fig. 19. Example of automatic sign detection and recognition.

only about a 1% decrease in recognition rate when 10% noise is

added and about 6.5% decrease when 20% noise is added. This

figure also illustrates the effectiveness of local intensity normal-

ization; the recognition accuracy is about 24% to 28% higher

than without intensity normalization. We also performed sim-

ilar experiments on the binarization method. In the binary ex-

periments, we also use the one simple per font training set. The

results indicate that the accuracy is slightly lower for the original

images, and that the accuracy decreases much faster than that of

the intensity-based method when noise level is increased.

Fig. 19 illustrates the process from detection to recognition.

Fig. 19(a) is the original input image, and (b) is the combi-

nation of detected candidates from two different resolutions.

Fig. 19(c) is the detection result without affine rectification. It

can be seen that only part of the characters are detected in (c).

Similar to the example in Fig. 13(c), no rectangle sign frame

can be found within the image. Therefore, the lines are fit from

text. Note that the higher edge intensity corners are used for fit-

ting in Fig. 19(d). The detected result with affine rectification is

in Fig. 19(e), where all characters are detected and all Chinese

characters are recognized correctly.

VI. CONCLUSION

In this paper, we present an approach for automatic detec-

tion and recognition of signs for application to sign translation.

The proposed approach can robustly detect and recognize text

signs from natural scenes. The edge-based method is used for

coarse detection accompanied by a multiresolution scheme for

different sign sizes. By combining the layout analysis and affine

rectification, we obtain a markedly improved detection rate. An

intensity-based OCR method is employed for sign recognition,

where we apply a localized normalization method to enhance

feature extraction, and use Gabor transform to extract features

and LDA to select and reduce the dimensionality of the fea-

ture space. The method has been applied to a Chinese OCR

task, which includes all level 1 characters in Chinese national

standard character set GB2312–80 (total 3755 different char-

acters). The detection and recognition approach has been im-

plemented on different platforms, such as desktop, laptop, and

palm-size PDA with an application of a Chinese sign transla-

tion system, which can automatically detect Chinese text input

from a camera, recognize the text, and translate the recognized

text into English. We are combining the traditional 2-D based

recognition method with 3-D preprocessing technology to better

understand the text in a 3-D world.
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