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e Matrices may be represented as quad-trees, using a recursive 2 X 2 block structure
with all-zero matrices given by a null pointer. This representation has been studied
earlier in the context of computer algebra [1].

e This representation is convenient for reasonably efficient storage in diverse cases,
when it 1s not known whether matrices will be dense, sparse or structured.

e [t is also convenient for reasonably efficient communication in diverse cases, when
matrices may be accessed by row, column or randomly:.

e This representation naturally supports asymptotically tast block algorithms, such
as Strassen’s matrix multiplication [2].

e We are interested in measuring the performance ot this representation for use in
generic libraries |3, 4].

Block Matrix Inversion

An elegant way to express inversion of a 2 X 2 matrix over coeflicient ring R is
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To avoid inverting all of A, B, C, D, we may require only A be invertible:
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where S4 = D — CA™'B is the Schur complement of A in M. Alternatively,
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These still require that either A or D be invertible, but for invertible M we may have
that all of A, B, C, D are non-invertible, e.g.
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In this case, the usual approach is to abandon block matrix inversion and use a
row-oriented divide and conquer pivoting algorithm for PLU decomposition [5].

Objective

We ask whether it is possible to formulate block matrix inversion in such a way that

1. only operations on entire blocks are used,

2.no case-based branching is required,

3. inverses are required only when they are guaranteed to exist and

4. applied recursively, the method gives asymptotically fast inversion?

As with other block-oriented methods, we do not require numerical stability.

We are able to answer this question positively. We show such a block matrix inversion
that is applicable in a wide variety of settings.
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Pivot-Free Inversion

To apply the recursive block methods given by (1) or (2), we must find a way to

cuarantee that the required blocks will be invertible. We note that, for invertible M
and IV,

M7t =(NM)'N.

Thus, finding suitable N can give a recursive block algorithm at the cost of two
additional matrix multiplications.

The Real Case

We first consider the case when R is a formally real ring with invertible elements

Inv(R), i.e.

Vaehv(R) = Y a €v(R)

1=1 1=1

Yai,...,a, € R

Examples of formally real rings are the integers, rational and real numbers,
and polynomials, rational functions and power series (possibly in non-commuting
variables) over formally real rings.

In this case we choose N = M7 giving
M= MMM
which is a special case of the Moore-Penrose inverse |6, 7].

In computing (M? M)~ the required inverses of A or D, at any recursive level, in
(1) and (2) are of principal minors of M? M, which by the Cauchy-Binet theorem
are invertible. Note the diagonal elements of these principal minors will be sums
of squares. The required Schur complements are also invertible because they occur

within invertible blocks.

We note that the two extra matrix multiplications required by the Moore-Penrose
inverse are for special forms of matrices. One multiplication is of a matrix with its
own transpose, and the other is the multiplication of a symmetric matrix with a
general matrix. For a matrix M € R™" the product M' M requires at most

n’(2n*"" 4 2% — 6)
2w — 4

and at least n“/2* multiplications in R, where n“ is the cost of general matrix
multiplication. The upper bound arises from the fact that
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For the best asymptotic algorithms the upper bound from this lemma is worse than
the cost of general matrix multiplication and so is not useful. When Strassen matrix

multiplication is used, however, general multiplication costs n'°&”
1/3n? +2/3n'%T

and we require only
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The Complex Case

If R is formally real, let C' = R|i] . All elements ¢ € (' may be written as
a+bi,a,b € R and we may deﬁne Conjugatlon as a + bt = a — bi. Examples of rings
of this form would be the Gaussian integers and the complex numbers.

In this setting, the arguments presented for the formally real case all follow when M
is replaced by M*, the conjugate transpose. Mt = (M*M)~'M*. The diagonal
elements of the principal minors of M*M will be real sums of the form ), a’a;

This argument holds for any ring with a suitable involution, for example the

quaternions over formally real R and conjugation a + bt + ¢j + dk = a—bi—cj —dk.

The Finite Field Case

For a field I of finite characteristic, we follow |8, 9] to construct a generalized Moore-
Penrose inverse using a conjugation M ° in the matrlces of rational functions, F'(t)"*":

M° = diag(1,t 71, . .. ,t_<n_1>) M* diag(1,t', ... ")

In this case we write M~ = (M°M)~*M®°. The k x k principal minors of M°M will
be invertible, with entries being Laurent polynomials in ¢ with £ terms.

In contrast to the real and complex cases, here computing a block Moore-Penrose
inverse requires more expensive element arithmetic. Therefore, if only a single matrix
inverse is required, then other methods will be more efficient. When working with
parameters, however, using this method can avoid repeated calculations.

[n large finite fields, it would be possible to start inversion with (1) and (2) and switch
to this method only if a singular block is encountered.

Conclusion

When a matrix ring has a suitable notion of conjugate transpose, we may compute a
deterministic, asymptotically fast, block-matrix inverse without pivots and without
destroying the block abstraction.
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