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Abstract. We present a novel stereo image denoising algorithm. Our
algorithm takes as an input a pair of noisy images of an object captured
form two different directions. We use the structural similarity index as a
similarity metric for identifying locations of similar patches in the input
images. We adapt the Non-Local Means algorithm for denoising collected
patches from the input images. We validate our algorithm on various
stereo images at various noise levels. Experimental results show that the
denoising performance of our algorithm is better than the original Non-
Local Means and Stereo-MSE methods at low noise level (σ � 20).
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1 Introduction

Digital images are captured using sensors during the data acquisition phase,
where they are often contaminated with an undesired random noise. Such noise
can also be produced during image transmission or image compression. Additive
noise is generally modelled as:

υ(x) = u(x) + n(x)d, x ∈ Ω (1)

where υ(x) is the noisy component of the image, u(x) is the true image, n(x)d

is the random additive noise, and Ω denotes the set of all pixels in the image.
In particular, if n(x)d is a Gaussian random process, then the noise is identified
as a Gaussian noise. The noise level in digital images vary from being almost
imperceptible to being very noticeable. Image denoising schemes attempt to
produce a new image that has less noise, i.e., closer to the noise-free image u(x).

Denoising techniques can be grouped into two main approaches: pixel-based
image filtering and patch-based image filtering. A pixel-based image filtering
scheme is mainly a proximity operation used for manipulating one pixel at a
time based on its spatial neighbouring pixels. Such methods include low-pass
filtering using Gaussian filter [1], Yaroslavsky filter [2], bilateral filter [3], total
variation filter [4], and anisotropic diffusion filter [5]. On the other hand, in
patch-based image filtering, the noisy image is divided into patches, or “blocks”,
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which are then manipulated separately in order to provide an estimate of the
true pixel values based on similar patches located within a searching window.
Such methods include Non-Local Means [6], patch-based PCA [7], K-SVD [8],
and BM3D [9]. Patch-based image filtering approach utilizes the redundancy and
the similarity among the various parts of the input image.

Non-Local Means (NL-Means) is a patch-based image filter proposed by
Buades et al. [6] as a modification to the pixel-based bilateral filter. Like the
bilateral filter, it blurs the homogeneous areas and preserves edges.

As a new application for NL-Means filter, we would like to adapt it for denois-
ing stereo images in order to improve the extracted depth information coming
from noisy stereo images. A stereo image uses two or more images generated from
cameras at different locations. By computing the differences between the images,
the depth information can be extracted. Noisy stereo images would give disap-
pointing results when they are used for extracting depth information. In this
work, NL-Means is utilized for denoising stereo images. Our proposed method
extends the searching window to search the two images when seeking similar
patches.

Using multi-view images for noise reduction has a unique advantage over
using only one-view image. In multi-view images, a pixel in one image is esti-
mated based on the corresponding pixels from all other images. This approach
is popular in video denoising where multi-frames are used for noise reduction
[10,11]. Recently, great progress has been made to break the limits of using
one input image when denoising 3D images. Zhang et al. extended the idea of
using patch-based PCA for denoising single image to multi-view images [12].
While patch-based PCA collects similar patches locally and globally from single
image before applying the PCA algorithm, Zhang et al. algorithm collects simi-
lar patches from multiple images. Heo et al. use Maximum A Posteriori-Markov
Random Field (MAP-MRF) as a model for energy minimization in order to
find the disparity maps from stereo image [13]. In order to find the disparity
maps, they proposed an algorithm that consists of two terms: the first term is
the restored intensity difference, and the second term is the dissimilarity of sup-
port pixel distribution. They adapted NL-Means algorithm for the restoration
of intensity values of the first term. They extended the NL-Means algorithm
for denoising stereo images by grouping similar patches by using MSE from two
similar windows in left and right images, we called this method Stereo-MSE.

The rest of the paper is organized as follow. Section 2 introduces the NL-
Means filter and its mathematical formulation. Section 3 describes our proposed
method. In Sect. 4, we compare the performance of the proposed method with
other denoising filters. Section 5 offers concluding comments, and future works.

2 NL-Means Algorithm

The NL-Means filter divides the input image into sub-images and then filters each
sub-image separately in a technique that is referred to as being patch-based. Each
sub-image contains several patches. As in the bilateral filter, the similarity in NL-
Means filter is assessed based on two measurements: (1) the Euclidean distance
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between the centres of the patches, and (2) the luminance distance between the
patches. In contrast to the bilateral filter, NL-Means filter uses patches from
a searching window instead of using single neighbouring pixels when assigning
weights and averaging. This is why it is called a non-local method. Patches
with similar grey levels are assigned larger weights when averaging. Similar to
bilateral filter, NL-Means filter preserves edges regardless of their directions.

Equation 2 is used to estimate a pixel i using NL-Means filter,

NLMeans [v]i =
∑
j∈I

ω(i, j) [v]j (2)

where [v]i and [v]j are pixels intensities at location i and j, respectively, and
ω(i, j) is a similarity measure between pixels i and j. The similarity weight,
ω(i, j), satisfies the condition 0 ≤ ω(i, j) ≤ 1 and

∑
j ω(i, j) = 1. It depends on

the grey level similarity and the Euclidean distance between vectors N [v]i and
N [v]j , where N [v]k denotes a square neighbourhood of fixed size and centred
at a pixel k. The weights are described as,

ω(i, j) =
1

Z(i)
e− ‖(N[v]i)−(N[v]j)‖2

h2 (3)

where Z(i) is a normalization factor and h is a filtering parameter set depending
on the noise level.

The level of noise determines the sizes needed for the searching window
and patches. For a robust comparison between patches, the size of the patches
increases when the noise level is high. Accordingly, the value of the filtering
parameter h increases as the size of the patch is increased. Meanwhile, the size
of the searching window must be increased in order to find more similar patches.

3 Proposed Algorithm

In this section, we describe a new algorithm for solving the problem of denoising
stereo images. The novelty of this algorithm is the use of the NL-Means algorithm
to denoise multi-view images. We increase the number of similar patches by
grouping similar patches from left and right images of a stereo image. Figure 1
shows the way of collecting similar patches.

3.1 Algorithm Outline

Our algorithm is illustrated in Fig. 2. The left stereo image is processed in a
raster scan. At each pixel, the following procedure is performed:

1. Obtain from the left image a fixed-size square patch “reference patch” N [vl]k
centred at location k.

2. Use the structural similarity (SSIM) index [14] to find from the right image
the best patch N [vr]q centred at location q that is similar to the reference
patch and identify its window location.
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Fig. 1. Collecting similar patches from a stereo image: the patch with a black border
is the reference patch, and the patches with white borders are similar patches

3. Collect patches from the two windows (using MSE) and assign weights ω to
each patch. Similar patches to the reference patch are assigned high weights.
The weights are assigned as described in Eq. 3.

4. Calculate the weighted average of patches, in order to estimate the true pixel
of the left image. The estimated value NLMeans [vl]i, for a pixel i located
in the left image, is computed as:

NLMeans [vl]i =
∑
j∈I

ω(i, j) [v]j (4)

where [vl]i and [v]j are pixel intensities at location i in the left image and j
from the left or right image, and ω(i, j) is a similarity weight between pixels
i and j.

Fig. 2. A block digram of the proposed denoising method for stereo image denoising

3.2 Structural Similarity Index

Patch-based denoising methods achieve better results when there are enough
similar patches that are accurately grouped before starting the actual denois-
ing process. Choosing an accurate similarity metric would improve the whole
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denoising process. The main contribution of our method is to use the structural
similarity index as a similarity metric for extending the search area, which makes
our algorithm groups better similar patches from left and right images.

SSIM index is a metric for measuring the similarity between two images.
Unlike the traditional approaches, e.g., peak signal-to-noise ratio (PSNR) and
mean squared error (MSE), SSIM has been proven to be consistent with human
perception. SSIM considers image degradation as perceived change in structural
information, traditional approaches estimate perceived errors in image data. The
SSIM metric between two patches of size n × n is calculated as:

SSIM(N [vl]k , N [vr]q) =
(2μLμR + C1) (2σLR + C2)

(μ2
L + μ2

R + C1) (σ2
L + σ2

R + C2)
(5)

where N [vl]k is a reference patch from the left image, N [vr]q is a correspond-
ing patch from the right image, μL and μR are the mean of the reference and
corresponding patches, respectively. σ2

L and σ2
R are the variance of the reference

and corresponding patches, respectively. σLR is the covariance between the ref-
erence and the corresponding patches. C1 and C2 are constants used to avoid
instability.

4 Experimental Results

The objective of this section is to experimentally study the performance of the
proposed method at various noise levels. The complexity of our algorithm is
linear with respect to the size of stereo input image. We use a fixed 5 × 5 patch
size and a fixed 11 × 11 searching window size. Four stereo images are used to
perform this experiment. The four images are grey-scale images, they are shown
in Fig. 3. MatLab is used for this experiment. The computer’s processor is Intel�

CoreTM i7 (2.5 GHz). In Subsects. 4.1 and 4.2, the methods are evaluated both
quantitatively and qualitatively, respectively.

4.1 Quantitative Evaluation

Image Similarity Metrics. Two image similarity metrics are used for objec-
tive comparison between the results: (1) SSIM, and (2) peak signal-to-noise ratio
(PSNR). The best result for SSIM is 1, while the PSNR has good result when its
value is high. Equations 5 and 6 show the formulas for these two quality metrics.
The peak signal-to-noise ratio is defined as:

PSNR = 10 log

(
(2n − 1)2

MSE

)
(6)

where n is an integer number representing the number of bits per pixel. When
n = 8, i.e., in case of grey-scale images.

It is worth mentioning that a study conducted by Horé et al. [15] has revealed
that SSIM is less sensitive to additive noise than PSNR. They used F-score
test to compare between SSIM and PSNR performances with additive Gaussian
white noise.
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Fig. 3. The four used images in the experiment: (a) cones images 450 × 375, (b) teddy
image 450 × 375, (c) tsukuba image 384 × 288, and (d) venus image 434 × 383.

Experimental Results. The experimental results of our proposed method are
shown in Table 1, which compares the performance of our method with two other
denoising methods: the original NL-Means [6] and Stereo-MSE [13]. The highest
values of SSIM are highlighted by a bold font with a wavy under-bar, while the
highest values of PSNR are highlighted with a bold font. The results in Table 1
are computed by measuring the differences between the true original images and
the denoised images. At low noise level (σ � 20) our method performs better
than the original NL-Means and Stereo-MSE (from both SSIM and PSNR point
of views).

Table 1. The performance of the denoising algorithms at various noise levels (σ).
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(a) (b)

(c) (d) (e)

Fig. 4. The results of the denoising methods when denoising Tsukuba image at noise
levels (σ = 20): (a) Tsukuba image 384 × 288, (b) AWGN image, (σ = 20), (c) NL-
Means, (d) Stereo-MSE, and (e) Our method

(a) (b)

(c) (d) (e)

Fig. 5. Zoomed images of the denoised Tsukuba images shown in Fig. 4: (a) Tsukuba
image, (b) AWGN image (σ = 20), (c) NL-Means, (d) Stereo-MSE and (e) Our method
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Stereo-MSE and our algorithm are slower than the original NL-Means, as
they search both images, not just a single image like the original NL-Means.

4.2 Qualitative Evaluation

The evaluation in this section is subjective, where the quality of the denoised
images is addressed via the visual perception. Denoised Tsukuba images with
AWGN (σ = 20) are chosen to perform this evaluation. The results of denoising
Tsukuba’s image are shown in Fig. 4.

Figure 4e shows that our method achieved the best results. Our method pre-
serves sharp edges; i.e., the books in the background of Tsukuba image. Homo-
geneous regions are smoothed properly by our method; i.e., head and lamp in
the Tsukuba image. Our method does not restored clearly words with small font
size written on the board that shown in the Tsukuba image. A zoomed version
of Fig. 4 is shown in Fig. 5.

5 Conclusion and Future Work

In this paper, we looked at stereo image as a multi-view image and sought to
restore left image by using SSIM and NL-Means approaches. Empirical results
show that our method achieved better denoising than the original NL-Means and
Stereo-MSE methods, at low noise level (σ � 20). Stereo-MSE and our method
are slower than the original NL-Means. We believe that our work opens several
interesting doors for future work. First, our current method does not consider
denoising right image at the same time when it denoising left image. We believe
that denoising left and right image at the same time would produce two denoised
image in shortest time. Second, our algorithm does not use SSIM for assigning the
weights between similar patches. Since SSIM combats the traditional similarity
metrics, we believe that using SSIM as a similarity metric for assigning weights
would help to improve our algorithm. Last, the speed of our algorithm could be
reduced when the interesting search region in the right image is reduced.
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