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Abstract

This paper studies image segmentation based on the minimum description length
(MDL) functional combining spatial regularization with a penality for the number of dis-
tinct segments, a.k.a. label cost prior. Continuous MDL-based segmentation functionals
were introduced in [39]. We propose a convex relaxation approach for optimizing MDL
criterion that leads to a globally optimal solution.

As common in recent continuous convex formulations [30, 31], we use the total-
variation functional to encode spatial regularity of segmentation bondaries. To the best
of our knowledge, we are the first to demostrate that the label cost prior can be also
addressed within a continuous convex framework. The second-order cone programming
algorithm is applied to tackle such nonsmooth convex energy functional. The experi-
ments validate the proposed approach and theoretical results.

1 Introduction

The minimum description length principle (MDL) is an important information-theoretic con-
cept. It states that any regularity in a given set of data can be used to compress the data, i.e.
to describe it using fewer symbols than needed to describe the data literally [19]. Zhu and
Yuille [39] proposed to segment images based on the continuous formulation of MDL prin-
ciple, which boils down to the minimization of the following energy function:

min
Ωi

n

∑
i=1

{∫
Ωi

ρ(`i,x)dx + λ

∫
∂Ωi

ds
}

+ γM , (1)

where Ωi, i = 1, . . . ,n, are homogeneous segments corresponding to n models/labels `i,
M = #{1 ≤ i ≤ n |Ωi 6= /0} is the number of nonempty segments, and data fidelity func-
tion ρ(`i,x) =− logP(Ix|`i) is a negative log-likelihood for model `i at pixel x. The second
term in (1) describes the total perimeter of segments and favours spatially regular segments
with minimum length boundary. Constants λ and γ describe relative weights of spatial regu-
larity and label cost prior, correspondingly. Zhu and Yuille applied a local searching method,
namely region competition, to approximate the highly nonconvex optimization problem (1).
Their method converges to a local minimum.
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In this work, we use standard total-variation (TV) based approach to representing seg-
ment boundaries, which allows to rewrite equation (1) as follows:

min
ui(x)∈{0,1}

n

∑
i=1

{∫
Ω

ui(x)ρ(li,x)dx + λ

∫
Ω

|∇ui| dx
}

+ γM , s.t.
n

∑
i=1

ui(x) = 1 , ∀x ∈Ω (2)

where ui are indicator functions over x such that Ωi = {x∈Ω |ui(x) = 1} and M is the number
of appearing models M = #{1 ≤ i ≤ n |ui 6= 0}. We propose to solve (2) by relaxing the
integer constraints ui(x)∈ {0,1} and reformulating the label cost term as a convex functional
as follows:

min
u(x)∈S,x∈Ω

n

∑
i=1

{∫
Ω

ui(x)ρ(li,x)dx + λ

∫
Ω

|∇ui(x)| dx + γ max
x∈Ω

ui(x)
}

. (3)

where S is the pixelwise simplex constraint for the labeling functions. The third term in (3)
is the infinity norm of ui(x) providing a convex analogue for the label cost term in (1) and
(2). Energy function (3) is convex and can be globally optimized.

Without the label cost term, thresholding the solution of the convex relaxation ui gives the
global minimum for energy (2) in case of n = 2 [30]. The case of more than 2 labels is still
debated, but many practical experiments in imaging suggest that thresholing gives a good
approximation of the global minima for the original binary valued optimization problem.
Our experiments provide empirical evidence that thresholding works well also in our case
with label costs.

The effectiveness of the proposed convex label cost prior of (3) can be shown by a simple
example (see Fig. 1): the method without considering the label cost term fails to discover
the reasonable result, i.e. valid segment boundaries and proper number of segments. In
contrast, the proposed approach based on (3), by adding both smoothness and label cost
terms, captures the optimal segmentation result with reasonable boundaries and number of
segments.

Figure 1: From left to right: 1st figure shows the given image to be labeled by 11 labels,
associated to gray-scales {0,0.1,0.2, . . . ,1}. The 2nd, 3rd and 4th figures show the segment-
ing results without the proposed label cost prior, the total-variation penalty parameter is set
to λ = 0.07,0.1,0.2 respectively. Obviously, both the number and edges of appearing seg-
ments are biased, such that increasing the penalty of the total-variation term helps to reduce
the number of appearing labels but fails to recover the true segment edges! The 5th figure
shows the labeling result computed by the proposed approach (3) with the label cost prior,
where λ = 0.07 and γ = 10. The result gives much reasonable segments with 2 appearing
labels and the correct segmentation bounderies as well.

Citation
Citation
{Nikolova, Esedoglu, and Chan} 2006



J. YUAN, Y. BOYKOV: TV-BASED IMAGE SEGMENTATION WITH LABEL COST PRIOR 3

1.1 Contributions
We generalize our main contributions as follows: we study the MDL based image segmen-
tation and propose its novel convex relaxation model, which can be applied to solve the
nonconvex MDL segmentation problem in an efficient and global way. More specially, we
model the penalty of appearence number, i.e. the label cost prior, by the convex infinity norm
instead. This is new. We propose the second order programming based algorithm to build up
an effective scheme for the proposed convex MDL based image segmentation.

2 Previous Works

2.1 MDL Approaches
For a detailed review of MDL, we refer to [27]. In fact, such requirements of model reduction
has been considered in model fitting problems for a long history, e.g. image segmentation
[39], motion segmentation [26, 37] etc. The introduction to label costs amounts the well-
studied uncapacitated location problem (UFL) [14]. In [8, 23], MDL principle was applied in
the evolution of level sets to assist merges. Recently, an α−expansion combined with MDL
was first suggested in Hoiem et al [20], with a specific application in object recognition;
Delong et al. [16] independently extended α−expansion to handle similar but more general
energies.

2.2 MDL Based Image Segmentation
In this paper, we consider the MDL principle to segment an image. The image to be seg-
mented can often be represented by parametric models associated with labels li, i = 1, . . . ,n,
e.g. the piecewise smooth image function of the Mumford-Shah model [29] and of the weak
membrane model by Blake and Zisserman [4], or the simplest piecewise constant image
function introduced by Chan and Vese [13] where labels are directly related to gray values.
To achieve a reasonable image segmentaion, two issues are often emphasized: the first one
concerns how well each image pixel fits the assigned image model represented by param-
eters associated to labels li, i = 1, . . . ,n; the second one takes care of the spatial coherence
of assigned segments, e.g. the Potts model with the minimal boundary length [2, 6, 31, 34],
random walks [17, 18] or shortest-path [3, 15]. Applying the optimal length criterion, these
two considerations can be adopted in the total-variation based energy function:

min
ui(x)∈{0,1}

n

∑
i=1

∫
Ω

{
ui(x)ρ(li,x) + λ |∇ui|

}
dx , s.t.

n

∑
i=1

ui(x) = 1 , ∀x ∈Ω , (4)

where the first term evaluates the cost of model assignment at each image pixel and the sum
of total variations of the labeling functions ui(x),i = 1, . . . ,n, measures the total perimeter.

The third principle of image segmentation is motivated by the so-called Akaike informa-
tion criterion (AIC) [1] under the perspective of information theory. One may also use other
criterion like BIC [9, 33]. Such AIC principle leads to the minimization of the energy

E = −2logL + 2C (5)

where logL gives the model fitting cost and C measures the complexity of assigned models.
In most cases, C is considered to be proportional to the total number of present segments,
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i.e. one seek an segmentation result with the least labels. In contrast to vast works of im-
age segmentation based on the two optimality considerations, relatively few of works were
contributed to this rule [8, 23, 24, 39].

The combination of the three principles motivates the energy function for image segmen-
tation (2) considered in this paper. Obviously, increasing the number M of ’active’ segments
results in an extra cost proportional to the related penalty parameter γ > 0, which gives the
label cost prior. The global optimum of the energy function (2) seeks the optimal image
labeling functions ui(x) ∈ {0,1}, i = 1, . . . ,n, which concerns both the minimal length and
minmal number of appearing labels. This result possesses optimalities of both geometry and
model simplicity.

2.3 Convex TV-Based Optimization Approaches
Image segmentation and labeling subject to the minimal total-perimeter has been intensively
studied, e.g. [5, 7, 12, 30, 35] etc. Current studies [2, 10, 25, 31] of total-variation based
segmentation approaches proposed to solve (4) in a convex relaxation way. This is in contrast
to the traditional level set and active contour based methods [36] which are formulated in a
highly nonconvex way. By the relaxation of such binary constraints to ui(x) ∈ [0,1], i =
1, . . . ,n, the nonconvex image labeling model (4) boils down to the convex minimal image
partition problem with multiple labels:

min
u(x)∈S

n

∑
i=1

{
〈ui,di〉+λ

∫
Ω

|∇ui(x)| dx
}

(6)

where u(x) = (u1(x), . . . ,un(x))T and S denotes the pixelwise simplex constraint, i.e.

S := {(u1(x), . . . ,un(x))T |
n

∑
i=1

ui(x) = 1 , ui(x)≥ 0; ∀x ∈Ω} .

In [38], Zach et al. proposed an alternating optimization method to solve (6) approxi-
mately. In [25], Lellmann et al. applied a Douglas-Rachford splitting approach to (6) with
a variant of the total-variation term. Both proposed methods involve two substeps within
one outer loop, where one substep is for exploring the pointwise simplex constraint u(x) ∈ S
and the other one is for tackling the total-variation term. In [10, 31], Pock et al. introduced
a variant implementation of the constraint u(x) ∈ S, i.e. a tighter relaxation based on the
multi-layered configuration, and this gives a more complex constraint on the concerning
dual variable p to avoid multiple counting.

In constrast to the works of [10, 25, 31, 38] which tried to tackle the labeling function u
of (6) in a direct way, Bae et al. [2] proposed to solve the convex relaxed Potts problem (6)
based on its equivalent dual formulation. The highly nonsmooth dual formulation can then
be efficiently approximated by a smooth convex energy function.

3 A Convex Relaxation Approach
Directly solving the proposed optimization problem (2) is very hard due to its nonconvexity
and nonlinearity: the labeling functions ui(x), i = 1, . . . ,n, are binary constrained and the
number M is even unknown. We propose a convex relaxation approach to (2) in this paper,
like [2, 25, 31] etc.
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3.1 Convex Formulation with Label Cost Prior

Given n labels {l1, . . . , ln}, we introduce the auxilliary indicating function yi ∈ {0,1}, i =
1, . . . ,n, which indicates if the label li appears in the segmentation result: yi = 1 when li
appears in the final segments and yi = 0 otherwise. Therefore, we have

n

∑
i=1

yi = M . (7)

Clearly, when the maximum of the labeling function uk(x) ∈ {0,1}, 1 ≤ k ≤ n, on the
whole image domain Ω is 1, the label lk presents in the image segmentation result. Hence
the variable yi is related to the labeling function ui(x) ∈ {0,1}, i = 1, . . . ,n, such that

max
x∈Ω

ui(x) = yi , i = 1, . . . ,n . (8)

In view of (7) and (8), we can reformulate (2) by

min
ui(x)∈{0,1}

n

∑
i=1

{∫
Ω

ui(x)ρ(li,x)dx + λ

∫
Ω

|∇ui| dx + γyi
}

(9)

s.t.
n

∑
i=1

ui(x) = 1 , ui(x) ≤ yi , ∀x ∈Ω ; (10)

or equivalently

min
ui(x)∈{0,1}

n

∑
i=1

{∫
Ω

ui(x)ρ(li,x)dx + λ

∫
Ω

|∇ui| dx + γ max
x∈Ω

ui(x)
}

(11)

s.t.
n

∑
i=1

ui(x) = 1 , ∀x ∈Ω .

We relax the binary constraint of the labeling functions ui(x) ∈ {0,1}, i = 1 . . .n, to
u(x) := (u1(x), . . . ,un(x))T ∈ S where S denotes the pointwise simplex constraint of the vector
in Rn, i.e.

S := {(u1(x), . . . ,un(x))T |
n

∑
i=1

ui(x) = 1 , ui(x)≥ 0} . (12)

Therefore, the nonconvex optimization problem (11) is written as the continuous convex
optimization problem (3), which can be solved globally. Hence (3) gives rise to the convex
relaxed approach to the proposed image segmentation (2). Its third term penalizes the infinity
norm of each labeling function ui(x), i = 1 . . .n, which corresponds to the label cost prior.

In the same manner, (9) can be also formulated as:

min
u(x)

n

∑
i=1

{∫
Ω

ui(x)ρ(li,x)dx + λ

∫
Ω

|∇ui| dx + γ yi
}

(13)

s.t.
n

∑
i=1

ui(x) = 1 , 0 ≤ ui(x) ≤ yi , ∀x ∈Ω , i = 1, . . . ,n . (14)
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3.2 Equivalent Convex Formulations
It is well-known that the total-variation functions can be equivalentlly written as [11, 28]

λ

∫
Ω

|∇ui(x)| dx = max
pi(x)
〈div pi, ui〉 , i = 1, . . . ,n (15)

where the functions pi(x), i = 1 . . .n, are constrained by the convex set Cλ
p

Cλ
p :=

{
p(x) | |p(x)| ≤ λ , ∀x ∈Ω ; pn = 0

}
. (16)

For the infinity norm of the labeling function ui(x) ∈ [0,1], i = 1 . . .n, we have

γ max
x∈Ω

ui(x) = max
vi(x)
〈vi, ui〉 , i = 1, . . . ,n (17)

where the functions vi(x), i = 1 . . .n, are constrained by the convex set Cγ
v

Cγ
v :=

{
v(x) |

∫
Ω

v(x) = γ ; v(x) ≥ 0 , ∀x ∈Ω
}

. (18)

Observe (15) and (17), (3) can, therefore, be equivalently formulated as

min
u(x)∈S,x∈Ω

max
p,v

n

∑
i=1
〈ρ(l1,x)+div pi + vi, ui〉 , (19)

s.t. pi(x) ∈Cλ
p , vi(x) ∈Cγ

v ; i = 1, . . . ,n .

3.2.1 Equivalent Dual Formulation

We consider the same technique as [2]:
Given any vector a = (a1, . . . ,an)T, it is easy to see that

min
i

ai = min
(q1,...,qn)T∈S

n

∑
i=1

qi ai .

It follows that the optimization (19) over (u1(x), . . . ,un(x)) ∈ S, ∀x ∈ Ω, gives rise to an
identical formulation of (19) as

max
p,v

∫
Ω

min
i

(
ρ(l1,x)+div pi(x)+ vi(x)

)
dx , (20)

s.t. pi(x) ∈Cλ
p , vi(x) ∈Cγ

v ; i = 1, . . . ,n .

We call (20) as the equivalent dual model of (3) in this paper.

4 Implementation and Algorithm
In this paper, we apply the second order cone programming (SOCP) [32] to solve the highly
nonsmooth convex optimization problem (3) and (13). SOCP provides an effective way to
model and solve such complex convex optimization problems globally and accurately.
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4.1 Discretization
Based on the mimetic finite difference method [21, 22], we develop the cell-wise discretiza-
tion scheme: each image pixel corresponds to a square cell with the equal size which is
assumed to be 1; a scalar function u(x) is mapped to the discrete scalar space HV , i.e. de-
fined at the center of each cell and u(α,β ) is given at the cell Cα,β ; for each cell, there are
four adjacent cells: top, bottom, right and left, which is similar to a 4-connected graph con-
struction; hence, the gradient of the image function u(α,β ) is given in the discrete vector
space HS [21]; in addition, the inner products are defined for the linear spaces HV and HS as
[21, 22].

Based on this discretization scheme, the total variation term is evaluated over each cell
Cα,β , i.e.

TVd(u) := ∑
Cα,β

√(
(uL−uC)2 +(uR−uC)2 +(uT −uC)2 +(uB−uC)2

)
/2 (21)

where at the cell Cα,β , uC = u(α,β ) and uB,T,R,L are the values defined at the four adjacent
cells of Cα,β .

4.2 Second Order Cone Programming
We formulate (3) in the dual form of SOCP, i.e.

max
x

bT x (22)

s.t. c−ATx ∈ K

where K denotes the Lorentz cone.
The constraint u(x) ∈ S of (3) amounts to the formulation (12) ∀x ∈Ω, which can be eas-

ily represented by SOCP as the simple positive orthant constraint along with a linear equality
constraint. The convex label cost term can also be implemented based on the introduction of
auxilliary variables yi of (13), along with the linear inequalities: ui(x) ≤ yi , ∀x ∈Ω , i =
1, . . . ,n.

The total-variation term of (21) can be implemented in the form of Lorentz cones, where

(ti(x) ; uL
i (x)−uC

i (x),uR
i (x)−uC

i (x),uT
i (x)−uC

i (x),uB
i (x)−uC

i (x)) ∈ K , ∀x∈Ω, i = 1, . . . ,n ,

i.e.

ti(x) ≥
√(

(uL
i (x)−uC

i (x))2 +(uR
i (x)−uC

i (x))2 +(uT
i (x)−uC

i (x))2 +(uB
i (x)−uC

i (x))2
)
/2 .

Through these formulations, we encode (3) by Sedumi [32].

5 Experiments
Fig. 2 shows the experiment to validate the theoretical results and the effectiveness of the
convex label cost prior. The experiment tries to assigne the given image f with 11 labels
l1 . . . l11, which are the gray-scale values. The data term is measured by

di(x) = | f (x)− li| , i = 1, . . . ,11; ∀x ∈Ω .
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The computed label information is colorized by matlab, from blue to red corresponds to
different label values from 0 to 1. As shown in Fig. 2, the total appearing number of labels
can be evidently reduced by the proposed label cost prior, without taking large length penalty
which corresponds to the large value of λ and causes the distortion of label regions. The
results given at the first row are computed by vanishing the label cost prior, i.e. γ = 0;
the results given at the second row are computed by vanishing the total-variation cost, i.e.
λ = 0 (only the label cost is considered); the results given at the third row are computed by
considering both the total-variation cost and the label cost. As shown by the experiments, the
total number of appearing labels decreases but the region edges are distorted at the same time,
when the total-variation penalty λ increases. Only applying the label cost works effectively
to reduce the total number of labels, but loses spatial regularities. When both the spatial
smoothness term and label cost term work, the total number of appearing labels decreases
and the edges concerning present labeled regions are kept well simultaneously!

Figure 2: At the first row (from left to right): 1st figure shows the given image to be
labeled by 11 labels {0,0.1, . . . ,1}. 2nd - 4th figures show the labeling results without the
proposed label cost prior, where the total-variation penalty parameter λ = 0.05,0.25,0.65
respectively and the result is colorized by matlab; different color is associated to different
color. At the second row (from left to right): the figures show the result computed by the
proposed approach only regularized by the label cost prior, i.e. without the total-variation
term, where λ = 0 and the label-cost parameter γ = 25,43,50,100. At the third row (from
left to right): the figures show the result computed by the proposed MDL approach (3)
with the label cost prior, where λ is fexed to be 0.05 and the label-cost parameter γ =
10,25,50,100 respectively.
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The images of experiments, shown in Fig. 3, come from the Berkeley segmentation
dataset and benchmark. All the experiments take 11 labels associated to gray values. These
experiments further confirm the effectiveness of the label cost prior.

Figure 3: At the first row (from left to right): the input image f (x), the computed label
image when λ = 0.1 without label cost, the computed label image when λ = 0.2 without
label cost, the result label image when λ = 0.06 with the label cost γ = 50. At the second
row (from left to right): the input image f (x), the computed label image when λ = 0.1
without label cost, the computed label image when λ = 0.2 without label cost, the result
label image when λ = 0.06 with the label cost γ = 100.

6 Conclusions
We study the MDL based image segmentation in this work. More specially, we propose
the convex relaxation approach to the considered nonconvex MDL formulation (2) so as
to achieve its globally optimal approximation. In this regard, we suggest the new convex
label cost function and implement the SOCP-based algorithm. Experiments validate the
effectiveness and great advantages of such convex label cost term in image segmentation.
However, a fast algorithm to the convex MDL based image segmentation (3) is still open,
due to the highly nonsmoothness of such energy function. The authors will devote to this
direction in future researches.
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